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   Abstract—This research expresses the major framework for 

biometric, where the person is authenticated at an Auto Teller 

Machine (ATM), and has to be re-recognized from a camera within 

a very limited time, under very challenging clarification and pose 

situation, and utilizing data from a single session. The application 

is the automatic refund of forgotten card or money at an Auto 

Teller Machine, which occurs often, and reasons inconvenience 

public and reduction of financial gain for the banks. We present a 

multimodal verifying system that works under the constraints 

enforce by this application outline, and implement face 

identification and color based body characteristics identification to 

generate a system that make ATM behavior better in case of 

forgotten ATM card or money by re-recognize the customer from 

an implant ATM camera. We focus on the outline and the platform, 

and report tests with the present system under demanding terms, 

obtained from Auto Teller Machines putted in the field. To make 

the transmission more secure, we fix a camera in front of the ATM 

machine. Apart from biometric security, we can make a 

transaction by confirming the user's face through this camera. This 

will improve the security of ATM machine. That means we will also 

verify the face as well as biometric verification. And it will be very 

useful. This will not only save the account but will also satisfy the 

user and care user things.  

   Keywords—Biometric and Face recognition, online banking, security, 

customer care, ATM security, Recover Forgotten things  

  
I. INTRODUCTION  

  

Banking systems have been increasing with the Development of 

information and communication technology. At present time, all 

banks want to decrease their basic structure amount by changing 

transactions of their customers to ATM and Internet services e.g. 

the websites. Investors mostly promote ATM for manual deals, 

like the money withdrawal or the money deposit. On these basis, 

Customer knowledge at the Automatic Teller Machine is a main 

concern for banks.  

One of the most serious matters that ATMs machine from is 

(CMF) ATM card or/and Money forgetting, which is an 

unexpectedly usual case. In CMF, after completing the 

transaction process customer drop or forgets the ATM card 

or/and Money and left the system. After a short and limited 

period of time, these things will be devoured by the Automatic 

Teller Machine, and the customer has to go along a tedious and 

expensive operation to get back the ATM card/Money or have a 

new ATM card. Besides, Money is kept secure in a different box 

after CMF, and it requires a manually checking before that was 

back in circulation. It means that much of our time and money 

is being destroyed into handling with outcomes of CMF. 

Relevant statistics reachable from MasterCard, one ATM have 

8-9 or may be more card returns and also 18-19 or more money 

returns per annum. In the regional or local city banking 

department, amount of ATM must be up to ten thousand or 

more, and the CMF extra cost for single country is US $ 1 

million every year. The cost of CMF matters can be decreased 

if ATM allows to re-recognize users in short period of time 

which are coming back to Automatic Teller Machine to fetch 

those things which is forgotten by them. This needs the grip of 

things should delay, and next user are identified and checked 

whether the user is changing or no.   

In this article, we present how ATM can pick this attitude using a 

camera-based system. In the current system, when a customer 

enters an ATM card in the ATM Machine and a session starts, the 

system begins identifying the face and the body appearance by 

operating the fix camera which is near the ATM and creates a non-

permanent identity dataset for customer. If unfortunately user left 

ATM without picking her or his ATM card/Money, ATM 

Machine is waiting for user to come back, alternatively to get back 

the unremembered things. When detect that another user reached 

ATM, thus the items is retracted immediately. This outline differs 

to other biometric affirm outlines, where a person's photo is 

compared with a gallery photo obtained, may be, a long time ago 

comparing and under different situations. In this outline, the 

comparing photo and gallery photo both are divided in less than 

one minute at least. The basic problems in this outline the 

unrestrained and very low standard original world pictures, which 

is captured by the camera attached near ATM machine (mostly 

the face photos of the coming back ATM card holder/another 

reaching users), and also high lighting situations. Besides, the 

processing and decision formation should be done in very short 

interval of time-frame to be for real use.   

The remnants of this article is arranged as following. The section 

2 gives the summary of related work. The section 3 brings all 

entire system model design. The section 4 gives a detailed 

procedure, including face and body recognition and confirmation. 

The section 5 gives the experiments(test) and analyze the system 

working and performance. Lastly, the section 6 concludes this 

article.  
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Fig.1 General Flow Chart of presented System  

II. RELATED WORK  

  

Since our attention is on the program allied demands of the 

recognition outline, we do not give a detail associated work in face 

recognition from video. While the face expo has been learned at 

large scale for biometric Objectives, it is relatively too less 

considered for ATM-based utilization. The basic problem is that 

ATM machines are as usually put outside, and work below at large 

scale alter lighting situations.  

Babaei et al. proposed an idea for using face identification of ATM 

machine customers jointly with another biometric property similar 

to fingerprint, the iris identification and hand or finger geometry 

[1]. But, they failed in providing any kind of method for an 

authentic ATM machine customer outline. Peter et al. proposed face 

identification based way to upgrade ATM machine security [2]. In 

this presented system model, face identification executed on the 

motionless pictures of ATM machine customers, and compared 

with pictures which stored in gallery for making decision. 

Although, this proposal relies on an already created gallery, those 

which is usually includes pictures obtained much time earlier than 

the real apply, and under different lighting conditions.  

In [3], Der man et al. presents idea for real CMF outline for face 

photos catch with a fix ATM machine camera. This effort was first 

original structure for focal point on CMF outline, but managed only 

for one biometric, a face and for identification. Because of hard high 

lighting situations in area, the face picture creates by its own self 

cheap outcomes. In this effort, we work on an alike appeal outline, 

but the use of profile face pictures rather front faces, and thus we 

also present merging the face and the body appearance 

identification outcomes. Our outline needs the beginning gain and 

recognition. To occur in very little time situations are usually 

steady, but not constant/manage.  

 

The system prototype relative to identified ATM & CMF outline 

presented in Diagram 1. In this work, therefore when a customer 

begins a links with ATM machine, 1st we gather pictures of 

customer from fixed ATM machine camera and next work on face 

recognition to cut face area out of the background. Following that 

step, an area of interest (AOI) is placed for exhibition of body 

appearance. We apply color based Interpretation work for this 

section. The AOI is respective relative to the face region. The 

system performs System monitoring whether the present 

condition “In-Session”, that is, until the customer is still 

producing any kind of actions with the  

ATM. While “In-Session”, the system executes feature extraction 

to create a non-permanent face and body appearance information 

of the customer (i.e. owner of the ATM card) using property of 

recover face and body appearance pictures. On this short-term 

database, a classifier is trained. The classifier made decision mode 

just when it is completely instructed, that is, when it has minimum 

a sufficient unit of tests, in other case system model acts as a 

regular ATM machine. When “InSession” Condition is upgraded 

“No” that means customer has departed from ATM. If deal done 

usually, the non-permanent database is rejected. We pay attention 

here only those cases when customer has forgot to grab 

card/money after the deal/transaction. In this situation, the system 

model operation to the initial mortal reaching the system to 

compare them with the non-permanent database. Feature 

extraction are build on the latest “Out-of-Session” face and 

appearance picture. Which then Pull out features and pass it to the 

classifier. If the last outcome indicates that “Out-of-Session” the 

pictures belong to card owner, after that ATM machine wait rather 

of get back the card or money. Other hand, system determines that 

new customer is to be in services, and ATM machine 

instantaneously fetch the card/Money for the protection. The 

present ATM system, when experience with a CMF event, waits 

for an already decided time period (as usually 15-25 seconds) to 

get back the forgotten things. In our system model, we increase 

this time period to 25 seconds and after that give ATM to fetch 

the things for security. Although, if another mortal reaches the 

  

  III

. 
  SYSTEM   DESIGN   



ATM machine within this time limit, our system model moves 

into the decision building mode. Likely outline can be described 

as shown in the Figure 2 [11].  

  

IV. METHODOLOGY  

  

4.1. CONFIRMATION SYSTEM  

The confirmation system depends on training and forecast 

methods. It hires a face confirmation model, and also an 

appearance-based model, whose outcomes are fused at the 

comparing score level (as shown in Figure 3 [11]). We investigate 

our systems working with terms of the false/wrong acceptance 

rate (FAR), the genuine acceptance rate (GAR) and the receiver 

operating characteristic (ROC) curves, which is shown in graph.  

4.2. FACE RECOGNITION  

Face observation on the clicked photo is executed using OpenCV 

built-in Haar cascade profile photo face detector1. Since the profile 

photo face detector is only instructed for left side profile photo 

faces, the clicked frame should be flipped as according to the real 

condition. Considering the reality that the Automatic Teller 

Machine user’s head location may differ (as shown in Figure 4), to 

at most the face observation rate, we execute a rotation on the 

clicked frame.   

A) Definition of Variables  

There Y is the number of faces observed, 𝜃 is angle 

of rotation, n is face area, Z0, Z1, Z2,…., Zn1 sub 

areas, S is forecast and foreground score, 𝛼 is the 

sigmoid factor, D the signed distance by SVM, 

A&B already defined parameters, N is the 

foreground pixel number, Ex, Ey the real coordinate 

(point E) as cloth area, d the set parameter and SFV, 

SCV, WFC, WCV the fused final score, cloth and face 

                                                           
1 http://www.opencv.org 

identification score, weight of face and cloth 

identification.  

The most rotation angle for at most the face identification rate is 

getting as:  

𝑌max= 𝑎𝑟𝑔θbestmax𝑌(𝜃𝑏𝑒𝑠𝑡)………… (1)  

Where Y shows the number of faces observed under rotation angle 

at θ, and possible values are in 5 additions are judge for this kind 

of angle between 0−40. This stage is repeated for every frame in 

both tutoring and confirmation stages, such that using the at most 

rotation angle is regularly assured.  

  

Fig.4 Customers with different kind of head position  

  

Fig.5 Right: flip and rotate photo by utilizing by best angles Left: Real photo  

4.3. PREPROCESSING  

We operate various preprocessing operations. The clicked RGB 

photo first changed into grayscale. The profile photo face 

identifier works with some edge and incorporate background, 

which is rejected with a fixed mask. The remaining photo is more 
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smoothed with a Gaussian filter and changed into 64x64 pixels. 

At last we execute a histogram equalization.  

4.4. FACE IDENTIFICATION  

1) More extraction: After preprocessing stage, LBP (Local 

Binary Pattern) mechanism is executed for as face descriptor [4, 

5, and 6]. Here, we apply the uniform binary-based (LBP) with 

the eight examining objects within one-pixel region. After that, 

we present face area as n subareas Z0, Z1... Zn−1, and calculate 

histogram separately within one of these origins. At last, we 

merge following n histograms for use to produce horizontally 

better histogram vector.   

2) Classification: We apply SVM (Support Vector 

Machines) as our classifier [8]. More vectors of the Automatic 

Teller Machine customers “In-Session” photos are operated as 

positive trails, while more vectors of face photos got previously 

are operated as negative trails for classifier instruction. The 

nonpositive samples can be kept on the system. The instructed 

sample size must meet the already defined least sample number 

to successfully instruct the classifier. “Out-of-Session” photos of 

the Automatic Teller Machine customer are operated for the 

forecast step. The measured signed distance value is moved into 

a score between 0 and also 1 using a sigmoid function [9]:  

𝛼 = 𝐷 ∗ 𝐴 + 𝐵 ………… (2)  

 ……….. (3)  

There S is the forecast score in equation 3and 4. There α indicate 

the sigmoid factor, D indicates the got signed distance by SVM 

after forecast, A and B are already defined parameters. We get 

values of A and B as −5.2 and−0.5 by operating a nonlinear 

regression method [10].   

  

Fig.6 Choosing the appearance position by utilizing parameters of face identification 

model    

4.5. APPEREANCE IDENTIFICATION  

In a usual CMF circumstance, we imagine to see the customer 

come back the Automatic Teller Machine with the same body 

appearance as in the transaction stage, since mostly at least one 

minute is gone between the accession of the gallery photo and the 

test photo. In the preparing stage, the system memorizes the 

background data of the appearance area (of size 30x30 pixels) by 

operating a GMM (Gaussian Mixture Model). Through the 

forecast stage, the system judges whether the present body 

appearance area is related to the background or not. This outcome 

can more be changed into a forecast score between the zero (0) 

and one (1) by:   

𝑆 = 1.0 −Nforeground/Ntotal    ………… (4)  

There S, N foreground and N total refer to foreground pixel 

number, forecast score, and total pixel number, respectively.  

Choice of a correct body appearance area is (both during teaching 

and during working of the system) carried out as follows (Figure 

6). We first get the customer's face area (red rectangle), its enclose 

box (blue rectangle) and the best rotation angle is θ. Then the 

points (Ex, Ey) of the real coordinate (point E) of the cloth area 

(green rectangle) are tally:   

𝐸x= 𝐴x−[(Dy-My)+d]tan⁡(𝜃) …….. (5)  

𝐸y= 𝐴y+𝐴𝐷 +d …… (6)  

There, d is an already-set parameter. Operating validation set 

outcomes on original information; we empirically set d values as:   

  

  

4.6. FUSION  

The scores get by face and body appearance identification are 

mixed together by the Sum Rule [7]. Scores of non-identical 

methods are set a weight value between the 0 and the 1. This 

mixture form can be shown as follows:  

𝑆fused= 𝑆FV∗ 𝑊FV∗ 𝑆CV−𝑊CV ………(8)  

𝑊FV+𝑊CV= 1 …….. (9)  

WFV ,WCV∈Rp,0 ≤ WFV ,WCV ≤ 1  …(10)  

SFV ,SCV ,Sfused∈Rp,0 ≤ Sfv,SCV ,Sfused ≤ 1 ….(11)  

  

in which, S fused, S FV , S CV , W FV and W CV shows the final 

fused score, the face identification score, the cloth identification 

score, the weight of face identification, and the weight of cloth 

verification, respectively. The final fused score, S fused, is 

matched with an already defined approach value, h.  If it is more 

than h, classifier considers its related customer as comparing 

identity, or else and as fake.  

 V. EXPERIMENTAL DIAGNOSIS  

  

5.1. DATABASE COLLECTION  

We build our own database, which depends of original Automatic 

Teller Machine conversation sessions saved from 57 subjects. 



These subjects were given an already-defined outline as follows: 

First of all, the customer begins conversation with the Automatic 

Teller Machine transaction cover cash returns. When customer 

withdraws money, she or he left the Automatic Teller Machine 

without taking the card or money. Then beside very little time, 

customer understand that card or money was lost or unremembered, 

and comes back to Automatic Teller Machine to get back card or 

money. The at most time for system model to Worth to Deposit 

“Out of-Session” the photos for 1customer at least 2 second, when 

customer comes back to collect the unremembered card or money 

Early first entering in the camera radius. And also, photo size and 

photo quality of  

“Out-of-Session “photo are very cheap quality, form to distance in 

the middle of customer and Automatic Teller Machine camera 

changes. This movement blur generates largest dare for customer 

face affirm works in this case, and this is major cause why this 

outline is notably differed differentiate for a normal face affirm 

outline (as shown in Figure 6). Now, we only think about cases with 

a lone Automatic Teller Machine customer. New information is 

gathered for the case of more than two customers. In the number for 

“In-Session” photos are 57 subjects of our dataset differ between 1 

and 1000, consisting on the time period they spending for customer 

transactions and customer head pose, while that of “Out-of-

Session” photos differ between  

1 and 29, consisting on their time come back to the Automatic Teller 

Machine, and time which take for collecting unremembered money 

or card etc. Some customers may be instantly collect their cards or 

money, while other customers may take more time. The both 

genders are involved in this observation. The highness of this test 

objects is in the middle of 159 cm and 190 cm, as that different 

customers with differ heights are observed. It's compulsory, 

because camera is fixed, high and short subjects can give unusual 

cropped face photos.  

5.2. EVALUATION STEPS  

Authentic and fake scores are generated for both (face and body 

appearance identification) modules. Later, these scores are operated 

to make final decision. We determine non-identical limited values 

for obtaining FAR and GAR values to get ROC curves on graph 

form, which point out the system’s working limitation, to judge 

each module’s independent and fused working. The account speed 

of our presented system on this Automatic Teller Machine is 15 fps 

(frames per second), which meets the processing needs for timely 

reactions.   

5.3. EXPERIMENTS AND TEST SCENES  

1) Two class classification: We distribute the “Out-ofSession” 

photos into two segments, such as negatives (impostors) and 

positives (matching identities). We tested our presented 

model on our database of 57 objects/subjects. Module 

weight WF V is selected as  

0.7, GMM to detect background uses 10 clusters, the cloth 

region size is set to 50x50, minimum number of photos for 

the positive and the negative classes is 100 for training, and 

maximum number of photos are 300 for positive class (gain 

from camera during session), and 600 for negative class 

(saved for offline). During supplying negative patrons for 

each customer, we select a total of 26 other persons “In 

Session” the face photos for training, and remaining 26 other 

persons “Out-of-Session” face photos are utilized for 

(negative) impostor accesses. The outcome ROC curves of 

GAR and FAR values are as shown in Figure  

8.  

2) “In-session” vs. “Out-of-Session”: The standard of the 

“Out-of-Session” photos are very cheap compared to those 

of “In-Session” photos. We tested the algorithm for “In-

Session” photos which are not utilized in the training 

process phase to observe the effect of photo standard on 

algorithm working. The related ROC curves are shown in 

figure 9.  

The fused score threshold h is determined by experimental 

outcomes and utilized to accept or reject the predicted new 

photo. If model only utilizes face identification and operates 

at a FAR value of 5%, we obtain a GAR value of 81.5%. If 

the model utilizes both face and body identification with a 

hopeful FAR value of 5%, we obtain a GAR value of 91%. 

The pleasing aspect of the CFF outline is that there can hardly 

be any deliberately attacks on this model, as the frequency of 

CFF is low. It is not possible for a negative (impostor) to wait 

until someone forgets card/Money at an ATM. Therefore, a 

much higher FAR than a simple bio-metric outline is 

acceptable in this model. From these outcomes, we can 

observe that fused model gives good performance than any 

single system of the face or body identification. For our 

ultimate use, rely on our supposition of FAR and GAR, we 

can choose the real threshold value from these outcomes. In 

our case, the operation range allows a FAR around 5% and 

for a GAR around 90%. During this, by comparing outcomes 

of Figure 8 with that of Figure 9, we see that the growth in 

photo standard outcomes in a growth in the system 

performance. The performance outcomes for good standard 

“In-Session” photos point out that the presented model gives 

acceptable outcomes when tested photos have enough high 

standard. To evaluate our planning requirements during our 

experiments, in practice, we used one Traditional system for 

ATMs operating in the field. Especially, the ATM used for 

our test is an Intel Core 2 Duo 3.00GHz CPU and 2GB RAM, 

using the Windows XP Professional Version 2002 Service 

Pack 3 or higher as the operating system. Our proposed 

system counting speed on ATM is 15 frames per second 

(FPS), which meets processing need for timely reply.  

 

5.4. ANALSIS OF FAILURE CASES  

Face identification is essential for our presented system model, and 

the system fails when we cannot successfully get face pictures for 

associated sessions. In such cases some potential causes are 

encountered in which the user is covered by hair or clothes (such as 

shown in Figure 7). In these conditions, our presented system is 

ignored in case of any CCF events and restart a retreat outline of 

normal time-out-based Remove, which is how the unlimited 

Automatic Teller Machine Security. This means that if the proposed 

system fails, the default fake cannot be believed to mimic the 

Original customers in CCF. Any kind of up gradation in true 

positive rate straight convert and money rescue for banking 

organization, and poorly case (0 right positive rate) relevant to what 
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present Automatic Teller Machine systems have. For future work, 

we have idea to upgrade the photo the quality and resolution to 

reduce the (-) effects of movement blur during putting within the 

computational boundaries imposed by the Automatic Teller 

Machine system. Besides that, other facing challenges are multiple 

customer’s faces in the scene are possible research instructions. 

Fusing data from the Automatic Teller Machine camera own self is 

possibly helpful, but in practice, Automatic Teller Machine have 

various camera places.  

 
Fig7. Failure Situation: Face Position hide by garment s or other physical 

appearance    

 
Fig. 8 ROC curves of presented system 

 
Fig. 9 ROC curves utilizing “In Session” photo for forecast 

 

VI. CONCLUSION 

In this work, we present a computer vision based Automatic 

Teller Machine customer verification framework using face 

and body appearance identification to decrease card and 

money retraction. Our proposed system also increases the 

ATM security. We Overview the proposed system under 

different situations, and with our own dataset, based on an 

original outline. The experimental outcomes obviously our 

presented model promise that to reduce Money/card 

unremembered problem.  

Our “Out-of-Session” observation situation is 1 that is nearest 

to imagine original world program. This is further important 

for this program to hold higher true positive rate (Facility) as 

the behavior is displayed. Any successful delivery of the card 

or money to the customer (original or fake) can be logged. 
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Abstract—This paper presents its findings about statistical 

analysis of Urdu language structure. The proposed method is 

useful to uncover the composition pattern of Urdu language 

stored in human brain. Two empirical linguistic laws Zipf’s 

law and Heap’s law are tested for Urdu with help of natural 

language text written in its correct genuine script ‘’Nastalik’. 
The frequency table is constructed from Urdu corpus, specially 

collected for this research. Application of both laws on Urdu 

language is tested with the help of frequency table and 

logarithmic plots using Python. Statistical facts are formed by 

analyzing each word, word’s frequency, ranks of words, rank-

frequency relationship and high frequency words ratio in the 

language. It is concluded that Urdu language obeys zip’s law 

and Heap’s law like other previously studied languages.  
 

Keywords—Zipf’s law, Heap’s law, empirical laws for Urdu, 

Urdu Structure, Urdu statistical analysis, NLP 

I. INTRODUCTION  

 

Languages are composed of random objects with some 

hidden connection rules/patterns that make comprehensible 

structure. The hidden composition of language reveals its 

paradigm statistically. In machine learning and artificial 

intelligence languages are modeled using these 

mathematical facts to design reliable systems equipped with 

linguistic skills. Progressive tools for linguistic tasks in 

English language are result of deep structural study. 

Statistical study of human languages helps in finding the 

similarities and differences amongst languages to develop 

linguistic featured tools [1]. Human language is not simply a 

natural way of communication when it comes to learning 

language structure and patterns instead of using language for 

simple communication. It converts to an object full of 

wonders when stepping out from the human language for 

looking into its deep structure. Language can be explored on 

many levels from phonemes to phrases. Most significant 

structural analysis is held to study the hidden patterns of 

language in the form of general composition of language 

and grammatical rules of combining and contrasting its 

components [2]. Natural language processing (NLP) is one 

of the high-tech methods to explore natural language text 

with blend of concepts and technology. There are multiple 

definitions, levels and fields of NLP. In the domain of NLP, 

language structure detection is directly linked with Artificial 

Intelligence (AI) for modeling the natural language in 

machine understandable form. NLP is the immature form of 

Natural Language Understanding (NLU). Scientists’ efforts 

are in the way to proceed the NLP to NLU for future 

intelligent systems. These systems are supposed to be 

capable of performing multiple linguistic tasks with 

multilingual features [3]. Reliable systems are likely to 

overcome the language barriers  in this global village of 

numerous thousand living languages [4]. Zipf’s law and 

Heap’s law are two most popular linguistic laws for 

language structure analysis [5] [6] [7]. Zipf’s law is also 

known as power law [8]. These laws explain two scale 

dependency among language components [9]. According to 

Zipf’s law, rank of a word starts decreasing when its 

frequency tends to increase in a large set of natural language 

text. If we denote the rank of a word with ‘R’ and the 

frequency of word with ‘f’ in text, then the rank and 

frequency relationship is presented by Equation (1).   

 

                  R(f)∼ f−β                     (1)                
  

where β>0 [10]. While Heap’s law is about corpus size and 

unique terms relationship. Heap’s law simply explains the 

ratio of unique terms according to its vocabulary size. 

Arrival of new unique terms starts decreasing in the 

vocabulary on adding more text in corpus. Size of 

vocabulary and number of unique terms depend on each 

other in opposite manner [7, 11, 12].  If we denote number 

of unique terms (types) with ‘Nu’ and text length (tokens) 

with ‘Nt ’ then according to Heap’s law ‘Nu starts decreasing 

on increasing Nt’. Type token relationship is given by 

Equation (2) [13]. 

 

                                       Nt ∝ k (Nu)- γ                               (2) 

 

Heap’s law and Zipf’s law have been examined for various 

languages like English, Italian, Spanish, French and many 

more [14-17]. For English and Russian these laws coexist 

with different exponents but Chinese, Korean and Japanese 

don’t confirm these laws [8]. Urdu is a widely 

spoken language with a treasure of awesome literature in the 

form of text books. This is national language of Pakistan 

and official language of many Indian states. Urdu is ranked 

as 20th largest language of world with almost 64 million 
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people speak it as their first language and more than 104 

million people speak Urdu as second language [18, 19]. 

Urdu writing script is unique in the way that all characters 

change their shape according to position in the word. Urdu 

characters are different from standard ASCII characters as 

they have no upper or lower cases. Urdu is written from 

right to left and follows Unicode UTF-8 standard. Due to its 

unique script, uncommon standard and lack of electronic 

text samples, Urdu remained unexplored and is unable to 

meet current requirement by AI and NLP tools and 

applications [20]. Urdu language has multiple forms for one 

word and its difficulties in stemming/lemmatization make it 

a challenge for researchers [21, 22]. To overcome the lack 

of corpus, many efforts have been made [23, 24] but still no 

standard corpus is publicly available. For Urdu language 

structure analysis, large amount of Urdu text was collected 

in electronic form. The text is combination of various books 

including Quran and Bible translated in Urdu [25]. Corpus 

also includes large set of Urdu news prints.  Therefore, 

effort is carried out to clean the text by removing non-Urdu 

words, characters, symbols, numbers, misspelled words, 

alphabets and text of other languages written in Urdu script 

etc. The most important cleaning step was removing 

incorrect spacing between Urdu characters, as there is no 

standard system of spelling and grammar correction 

currently offered for Urdu language.  After pre-processing, 

an open and unannotated corpus is constructed which 

contain 3084039 words in Nastalik script and it is named as 

Urdu Language Corpus (ULC). Roman Urdu [26] text was 

avoided to manage a well-organized, standard and authentic 

corpus based research. Unlike some previous researchers 

utilized roman Urdu text samples to overcome unavailability 

of machine readable Urdu text in Nastalik script [27]. Main 

objective of this research is to analyze Urdu structure with 

help of universal laws. This work will contribute in Urdu 

structure discovery which has been done for other languages 

[27, 28]. We tried to provide basic information about words, 

frequencies, ranks and composition pattern of Urdu 

language. Furthermore, this work has performed 
fundamental quantitative analysis of most common words in 

Urdu language. 

II. CORPUS TEXT COLLECTION 

 

For this purpose, ULC was collected from multiple sources 

which include two religious books Holy Quran and Holy 

Bible translated to Urdu from Arabic and Hebrew 

respectively, various other books on different topics written 

in Urdu language and Urdu newspapers. To add diversity in 

the corpus, text was collected from various fields such as 

religion, sports, health, crimes and poetry. Variation in 

sources of text facilitated to capture maximum Urdu words. 

The assortment of text is foundation of open corpus [29] as 

well. An Open and unannotated corpus [30] is composed of 

numerous individual raw text files as shown in Figure 1.  

 

 
Figure 1. Text resources 

 

Parts of corpus along with token size (number of words) and 

percentage of each part in total text are shown in Table 1. 
 

Table 1. Text Collection 

 
Text Tokens Types Percentage 

Quran 269991 8027 8 

Bible 203927 

 

8995 6 

Urdu books 1528659 96862 46 

Articles 588978 44396 18 

Sports 105578 9924 3 

Tanz o Mazah 6835 2223 0.2 

Magazine 48157 8164 1.8 

News 256000 45750 7 

Miscellaneous 305696 15643 10 

III. CORPUS CLEANING PROCESS 

Text cleaning steps have been carried out on raw text. To 

keep only correct Urdu words, all non-Urdu characters were 

removed. Because raw text was comprised of uppercase and 

lowercase alphabets, numbers, mathematical signs, currency 

symbols, dates, page numbers, punctuation marks and a lot 

of text in Arabic and local languages. Non-Urdu characters 

of all kinds were removed step by step and only Urdu 

alphabets (huroof e tahajji) were captured. Afterwards, 

misspelled words and incorrectly spaced words were 

removed. Words with incorrect spacing took two steps to 

clean. Words were sliced according to the given space. 

Every single character was removed automatically, and 

remaining part was included to frequency table. Then it 

became easy to capture incorrect words due to their least 

frequency in the table. Example of cleaning process for 

incorrect spacing is explained in Table 2. It describes 

detailed cleaning process of correct words containing 

inappropriate spaces with help of five columns. First 

Column contains wrongly spaced words, second column 

holds single character after slicing and third column 

showing big part of fragmented word. Column four and five 

describe process of removal for both fragments respectively.   
 

 

 

 



TABLE 2. TEXT CLEANING PROCESS INCORRECT SPACE 

 

Word Part A Part B 
Auto 

Remove 

Manual 

Remove 

ردو    ا  ’ردو‘ ’ا‘ ’ردو‘ ’ا‘ 

ب  احتسا  ’احتسا‘ ’ب‘ ’ب‘ ’احتسا‘ 

ستعمال ا  ’ستعمال' 'ا' 'ستعمال' 'ا' 

ل استعما  'استعما' 'ل' 'ل' 'استعما' 

ک خا  'خا' 'ک' 'ک' 'خا' 

Urdu Language Corpus (ULC) contains 3084039 tokens and 

more than 78750 types (unique words) after cleaning 

process.   

IV. EXCEPTIONS IN URDU LANGUAGE 

Urdu language is apparently different and hard to explore 

because of some exceptional features.  It is observed that 

there are various acknowledged and highly adopted words 

of other languages that are included in Urdu vocabulary. 

These terms are accepted as part of vocabulary for being in 

form of proper nouns or due to common approval. The Urdu 

natural language vocabulary tends to continuously get rich 

because of these ‘immigrant’ words. These words are 

included in the corpus. Multiple identical words also exist in 

Urdu language. Unlike pair of words, these words don’t 

vary in terms of spelling or character combination. The 

identical words are called homographs [31, 32]. 

 

 

 
 

Figure 2. Homographs. 

 

Homographs can be identical or unidentical in terms of 

pronunciation. Identical words with identical pronunciation 

are called homonyms and identical words with unidentical 

pronunciation are named as heteronyms [33]. Most of Urdu 

words become identical when written without diacritics and 

some are identical even with diacritics. Some of these 

identical words are not distinguishable even through 

pronunciation. So, the homographs are included as single 

body in the corpus. Some identical words are mentioned in 

mentioned in Table 3. 

TABLE 3. HOMOGRAPHS IN URDU 

 

Word1 Meanings Word2 Meanings Type 

 this heteronym (ees)  اس that (oos)  اس

 fill heteronym (pur) پر on (par) پر

 you heteronym (tuoo) تو then (to) تو

 done homonym (kiya) کیا what (kiya) کیا

 stop homonym (bus) بس authority (bus) بس

 بھیڑ

(bheedh) 
crowd بھیڑ (bhair) sheep heteronym 

  میں

(mai’n) 
me میں (me’n) in heteronym 

 (kaan) کان ear (kaan) کان

Mine/s 

(salt or 

gold) 

homonym 

 then homonym (so) سو sleep (so) سو

 direction heteronym (soo)  سو hundred (sou)  سو

V. RESULTS AND DISCUSSIONS 

To explore Zipf’s law and Heap’s law, frequency of each 

term is calculated individually. Rank is assigned to each 

word according to how frequent a word appeared in the 

corpus. Word with highest frequency was assigned lowest 

rank starting from 1. While second most frequent word 

received rank 2, third most frequent word established rank 3 

and so on. 
  

Table 4. WORDS, FREQUENCY, RANK 

 

Word Frequency Rank 

 1 110119 کے

 2 86193 کی

 3 79911 اور

 4 75856 میں

 5 73044 ہے

 6 61307 سے

 7 47081 کا

 8 46510 اس

 9 45059 کو

 10 39488 نے

 

Table 4 shows that frequency and rank are inversely 

proportional, as Zipf’s law states. According to Table 4, 

most frequent words do not appear with equal frequency in 

the text. Some words are observed with high frequency and 

most are with low frequency. Large part of corpus consists 

of high frequency words where low frequency words are 

small portion of the language. Some words appeared less 

than 20 times, most of words are part of the corpus but with 

low frequency, equal to or less than hundred. First most 

frequent term کے is more than 3% of the corpus with highest 

frequency 110119 times appeared in text. Table 5 shows 20 

most frequent words with their frequency and percentage in 

total text.     
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Table 5 MOST FREQUENT WORDS WITH PERCENTAGE 

 

First 200 most frequent words are 52.62096232 % of total 

text in the corpus and 500 most frequent words are 

62.83393303% of the corpus. Table 6 describes that small 

number of high frequency words are large part of the 

corpus.     

Table 6. WORDS AND THEIR PART IN ULC 

 

Number of High Frequency Words Percentage in Corpus 

200 52% 

500 62% 

1000 71% 

1500 76% 

2000 79% 

3000 84% 

5000 88% 

6000 90% 

7000 91% 

Urdu also confirms 80/20 rule of Pareto distribution which 

directs that ’20% most frequent words are 80% of the 

language’[34]. In Urdu language less than 10% of most 

frequent words are more than 90% of total text in the 

corpus. This feature makes Urdu language learning easy for 

new speakers. With memorizing only 10% of vocabulary, 

and some loose grammatical order, Urdu learning will 

become faster. The similar approach can be applied on 

machine learning and auto text generation. For machine 

learning, high frequency words can be stored according to 

their frequencies. Zipf’s law is also verified with log plot 

curve against frequency and ranks of first 3000 high 

frequency words in ULC. Log plot of Urdu words and 

ranks confirms Zipf’s law. In Figure 3, the curve 

clarifies frequency rank relationship in Urdu language.  

 

 
Figure 3. Log plot of frequency and rank 

 
In logarithmic plot of frequency and rank horizontal axis 

shows ranks and vertical axis displays frequencies or 

number of occurrences of words in the text. In this log plot 

of more than 3000 high frequency words, Slope of the curve 

is -1.00049926628. It is nearly equal to ideal Zipf’s slope of 

curve which is -1[35]. The resulting curve of Urdu language 

is comparable to Arabic log plot of words [36] and 

frequencies with curve shape in Figure 4. 

 

 
Figure 4. Log plot of Arabic language  

 

On analyzing the curve of frequency-rank it is confirmed 

that Urdu language is a systematically evolved language 

Word Frequency Rank 
Percentage in 

Text 

 3.57060984 1 110119 کے

 2.794809015 2 86193 کی

 2.591115093 3 79911 اور

 2.459631671 4 75856 میں

 2.368452539 5 73044 ہے

 1.987880179 6 61307 سے

 1.526601966 7 47081 کا

 1.508087284 8 46510 اس

 1.461038593 9 45059 کو

 1.280398854 10 39488 نے

 1.186333895 11 36587 کہ

 0.996550303 12 30734 ہیں

 0.995415428 13 30699 پر

 0.895773367 14 27626 بھی

 0.767208197 15 23661 کر

 0.693473721 16 21387 ان

 0.679433691 17 20954 وہ

 0.673597189 18 20774 یہ

 0.672202913 19 20731 تو

 0.626451222 20 19320 نہیں



with some pre ordered structure. ULC has been tested for 

Heap’s law for type token relation. The dependency of new 

terms (words) coming on size of vocabulary is verified by 

calculating number of words and number of unique 

words(types) in specific vocabulary proportions. For small 

set of tokens, existence of types is high in the corpus. The 

resulting graph of type token relation shows ratio of new 

terms encounter on increasing vocabulary size in Figure 5. 

Vocabulary size is on horizontal axis with label ‘Number of 

Tokens’ and the number of unique words depending on 

vocabulary size are located vertically with label ‘unique 

Tokens’. 

 

 
Figure 5. Type token dependency 

 
 

It is clear from the curve on plot that ratio of new words 

growth is getting slower on increasing vocabulary size. The 

types are outwardly growing more in the beginning and 

started decreasing in the middle. The curve pattern showing 

constant decline of types on replication of tokens in the 

vocabulary. When size of vocabulary is less than 500k, the 

number of unique words is more than 10k and rapidly 

growing with vocabulary as on 500k the number of unique 

words is more than 30k but on next phase vocabulary is 

doubled, tokens are 1 million and types raised by 10k only. 

The vocabulary has been improved to 3 million words and 

number of unique words are only 60k. This relation 

confirms implementation of Heap’s law of inverse type 

token relation on Urdu language. From the curve pattern it 

can be concluded that on some point, when number of 

words cover full vocabulary, unique term arrival is 

approximately extinct.  

 

VI. CONCLUSION 

From frequency table, word frequency-rank dependency 

curve, logarithmic plot of frequency-ranks and logarithmic 

plot of types-tokens, it is concluded that Urdu follows Zipf’s 

law and Heap’s law. Urdu is observed a systematically 

evolved language with some hidden patterns. These patterns 

can give deep understanding of Urdu structure on 

statistically revealing the composition of Urdu language. 

Various tasks in fields of linguistics and Artificial 

Intelligence such as artificial language generation, Urdu 

learning for human/machine, preferential text storage/ 

retrieval etc. can be achieved after getting enough statistical 

information of language elements, its composition patterns 

and probability of a word occurrence in the language. It is 

significance of Urdu language structure that it is composed 

of numerous elements with some specific predictable and 

statistically measurable order. It provides deep insight into 

language with help of universal laws. 

VII. FUTURE WORK 

 

Construction of annotated Urdu corpus with part of speech 

tagging will contribute more to model Urdu language which 

can intelligently differentiate words with/without diacritics. 

In depth statistical analysis of Urdu is vital to find 

exponential values of type token and frequency rank 

dependency ratios for comparing Urdu with other languages. 
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Abstract—This electronic document is a “live” template and 

already defines the components of your paper [title, text, 

heads, etc.] in its style sheet.  Premature ventricular 

contraction (PVC) is an early sign of potential cardiac 

morbidity, which is not lead to mortality but it leads to severe 

heart disease. Therefore, it is necessary to recognize PVC from 

the electrocardiogram (ECG). We proposed the methodology 

based on several steps including data modification, windowing 

function, feature extraction, and classification. In data 

modification part our methods separate limb leads for signal 

processing while windowing function set the width of 

rectangular space for signal analysis. However, feature 

extraction and PVC detection algorithm identify the pattern of 

PVC and normal beats.In the end, classification part playing a 

significant role in training and testing the PVC beats for 

automatic recognition. Thus, our proposed solution obtained 

an excellent result using four features of PVC. The 

performance of our system is measured with sensitivity, 

positive predictability, accuracy and precision which achieved 

100%, 71.54%,99.54% and 62.48% respectively. The accurate 

and timely detection of PVC may reduce the rate of sudden 

cardiac death. Our proposed classifier the bagged decision tree 

proves that it plays a vital role in the detection of PVC beats 

and it can be valuable in the medical field for classifying such 

type of irregularities in the bioelectrical signal. 

 

Keywords—PVC, classification, pattern recognition, data 

modification and feature extraction 

 

I.INTRODUCTION  

Premature ventricular contraction is the type of arrhythmia which 

arises commonly from the ventricles of the heart. Premature 

ventricular contractions may act as early predictors of underlying 

cardiac morbidity. While the existence of isolated PVCs may not 

be life-threatening, the presence of frequent and multiple PVC may 

indicate an increased risk of sudden cardiac death. According to a 

recent study from the American Heart Association[1], 

approximately 2,200 Americans die each day from cardiovascular 

diseases. The potential of PVCs in quantifying the risk of cardiac 

death and guiding life-sustaining treatment has yet to be 

established. In the recent years, researchers have conducted large 

studies in the automatic detection of heart diseases based on 

different classification methods and feature extraction methods 

including replacing strategy[2], learning vector quantization neural 

network[3], Support vector machine ,K-nearest neighbor[4], 

cardioid based technique[5], fractional linear prediction[6], 

morphological feature-finding through wavelet transform[7], 

pattern matching with fuzzy neural network system[8] and neuro-

fuzzy classifier[9]. 

Although all studies have successfully identified premature 

ventricular contractions, the accuracy and sensitivity levels of 

detection could still be improved. Furthermore, most studies have 

utilized the MIT-BIH dataset which is already well modified and 

has been used repeatedly by many studies. In addition, these all 

studies considered the R-R interval as a primary criterion for the 

identification of any premature beat. Our paper proposes a solution 

based on the alternative approach of identifying PVC beats through 

the recognition of broadened QRS complexes and calculating the 

shortening and previous intervals of the beat. Aforementioned 

problems are addressed by our system to recognize accurately the 

patterns of PVCs by segmenting the individual beat. Our proposed 

algorithm has been developed from an unmodified secure database, 

obtained from a Malaysian local longitudinal study of aging. The 

objective of this study was to modify bio-signals and accurate 

pattern recognition for classification of PVC beats by using the 

bagged decision tree 

 

2. MATERIALS AND METHOD 

 

A. The overall Architecture of the proposed work. 

 

This proposed system includes five main stages: data 

modification, signal processing within the fixed window, 

feature extraction and segmentation of individual heartbeats 

by using a windowing algorithm, limiting the main complex 

structure duration greater than 3mm and then extracting 

those special features which are relevant to PVC, for 

instance non-uniformity beat of R-R interval with respect to 

the previous and shortening of the R-R interval and then 

classifying the dataset into two classes. The workflow 

diagram is shown in figure 1. Data modification is an 

important step of our method due to the usage of a naive 

dataset. The signal was preprocessed by using a low-pass 

filter and a high-pass filter in order to smooth the signal. 

Segmentation and feature extraction broke up the signal into 

individuals beats in order to extract valid information from 

each heartbeat. The PVC checker then verified the presence 

of a ventricular beat by individual beat features. The 

classified part of the dataset is used to train and test the 

dataset. 
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B. ECG data Acquisition 

 

This study employed the ECG dataset acquired as part of the 

Malaysian Elders Longitudinal Research study. The 

sampling and recruitment methods of MELoR has been 

published in [10]. The conventional limb leads signals I, II, 

III, aVR, aVL, and aVF were obtained through high 

resolution 6 channel recordings (Taskforce, CNSystems, 

Austria). 10-minutes of ECG recording were available for 

all 6 channels with the participant rested in the supine 

position at a constant sampling frequency. Only signals 

from leads II were utilized in this study.  

 

C. Data Modification 

 

This first stage of the study protocol involved modifying 

data for further signal processing. We used ead I, II and III 

as the combination of signals from MELoR it was needed to 

be modified automatically to remove signal noises and 

artifacts. Separate directories were created through Matlab 

for individual leads’ numerical data for further 

preprocessing. 

 

                                                     (1) 

 

 
 

Where n represents the length of a number of recordings in 

the directory where all recordings were stored and x 

represents the ECG lead signal. In the modification process, 

all signals were decomposed on the basis of separate 

standard leads.  

 

D. Signal Preprocessing 

 

 

Contaminated signals are major problems in bioelectrical 

signal processing. Variations in signal in terms of noise may 

hide many important features. Therefore, it is important to 

clean the signal before extracting the main features of 

particular abnormalities. In the first part of our proposed 

algorithm, signals were normalized to reduce DC offset. 

After normalization, we used a FIR low pass filter to 

remove the distorted edges of the signal, whereas the notch 

filter was used for removing 60Hz power line interference. 

 

E. Windowing Algorithm 

 

The windowing algorithm is a mathematical function which 

is used to set windows for intervals which have zero value 

outside of the particular intervals. This function helps to 

visualize data in a rectangular shape with graphics 

visualization. We used this formula to show correct features 

of ECG signals within rectangular window width size set 0.4 

seconds by using this equation. 

 

                          (2) 

 

 

Fig: 1 Work flow of premature Ventricular Contraction 

recognition system 

 

F. Feature Extraction 

 

Feature extraction is the major step of any classification. In 

this work, we extracted the timing and morphological 

features of PVC beats. Our main features were R peak, RR 

intervals, and QRS complexes.  

 

a. R-peak detection and segmentation 
 

The R peak is prominent periodical beat with the ECG 

signal. The R peak is detected in each window with the 

threshold value set to the maximum value of the window 

area to detect the R peak index.  

                                                                 

(3) 



Where   denotes the width of the window and  

represents the filtered ECG signal. All prominent peaks are 

stored in the  variable matrix. In addition, we also 

extracted local timing features of R waves to calculate the 

distance between two consecutive or more than two 

consecutive beats. 

                  (4)                                                                  

 Where  denote the length of peaks in signal. The  

variable creates a separate matrix for values of intervals of 

peaks. 

 

 

 

Fig 2 identifies prominent signal peaks 

 

After finding the prominent signals peaks, our method 

involved dividing the beat into the individual segment and 

calculating other features on the basis of the individual 

segments. 

 

b. Q and S Fiducial mark 

 

In order to obtain full QRS complexes, we applied a 

separate formula for each because all other markers relying 

on the length of the R peak. The Q and S clinical markers 

were detected by using this given equation. 

 

        (5) 

           (6) 

 

 was selected by identifying the minimum value in the 

window starting from 20ms before the occurrence of the 

maximum peak value, whereas  is calculated in the same 

way but after the maximum peak. After finding individual 

values of   and  the complex duration was measured 

by subtracting those values with respect to the sampling 

frequency to obtain the QRS complex value.  

 

 
 

Fig 3: Area of QRS complex 
 

G. PVC Detection Algorithm 

Premature Ventricular Contractions were defined as 

premature beats initiating from the ventricles of the heart as 

advised by our medical expert. We designed our methods on 

the basis that the QRS complex of a PVC is wider than 

3mm. A further algorithm then processed the selected 

potentially abnormal segment for the identification of PVC 

unless the system was unable to proceed. After 

identification of a candidate segment based on QRS 

duration, the  intervals of adjacent beats were then 

measured. If the  interval between the previous narrow 

QRS complex and the broadened QRS beat was at least 80% 

less than the RR interval of the preceding beat, and the  

interval of the abnormal QRS complex and the subsequent 

beat was at least 10% greater  the last ‘normal’ RR interval, 

representative of the compensatory pause which regularly 

follows each PVC. Fig 4 displays the pattern of PVC beats. 

 

                   Fig 4 pattern of PVC arrhythmia 
 

 

H. Classification 

 

We used the bagged decision tree classifier. In ensemble 

algorithms, bagging methods form a class of algorithms 

which build several instances of a black-box estimator on 

International Conference on Data Science 2019 19



random subsets of the original training set and then 

aggregate their individual predictions to form a final 

prediction. It is generally the most powerful tool to make 

decisions and identify patterns within large data 

sets[11].The bagged decision tree classifier demonstrated 

greater accuracy and better capacity to evaluate different 

classes. The bagged decision trees combine the results of 

many decision trees, which reduces the effects of overfitting 

and improves generalization process.  

 

III. Experimental Results 

 

In this study, we used real-time ECG signals from the 

MELoR study.  Using only lead II for PVC detection. We 

used data modification method for the takeout most 

necessary lead for identification of PVC beat from limb lead 

cluster. Windowing function used to reserve a particular 

area for signal processing. The feature extraction method 

used to calculate intervals and complexes for identifying 

pattern. Consequently, our proposed algorithm for PVC 

checker used to evaluate the PVC beat. Whereas, 

classification is the main important step for automatic 

recognition of PVC beat. The tenfold cross-validation 

technique was used for training phase and testing phase. We 

used five transformed features for training phase while 

testing we used four features.  

 

 
 

Fig 5 Training performance of the classifier. 
 

In this study, we randomly selected 7 sample ECG 

recordings from the MELoR dataset with corresponding 

files no S007, S0011, S0019, S0015, S0020, S0017, S0014 

and 1 sample recording from MIT-BIH with file no 106.We 

collected 1000 samples for training, 500 of PVC beats and 

500 of normal beats using the 5 features include 

RRprevious, RRinterval, subsequent RRinterval, QRS, and 

class. In this experiment, we tested the beats individually 

with all features and overall results were measured by taking 

the mean of each beat. The training performance measured 

99.5% accuracy using bagged decision tree classifier which 

is shown in fig 5. After training the classifier we tested the 

classifier by using unknown samples according to the 

training. 

 

A. Performance evaluation parameters 

 

To evaluate the performance of parameters we used four 

performance parameters calculated by the readings from the 

test dataset which include sensitivity (Se), positive 

predictive value (Pp), error rate and accuracy, where the true 

positive (TP) rate is the number of correctly detected PVC 

beats and the false positive (FP) rate is the number of 

wrongly identified beats selected by the classifier, whereas 

Er describes the total number of classification errors of PVC 

and accuracy defines the overall performance of the 

classifier. These performance measures recorded individual 

beats and overall performance computed using average 

readings.  

                                                       (7)                                                                                                    

                                                       (8)                                                             

                                                       (9)                                                          

                                                   (10)          
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B. Discussion  

 

In this paper, we demonstrated that our proposed algorithm 

for pattern recognition and classification of PVC is able to 

extract and identify patterns of PVC successfully. To 

evaluate the performance of the proposed algorithm 37 

sorted signals were taken from the MELoR dataset. It can be 

seen from our experimental results in table 1 ECG samples 

S0024, S0027, S0030, and S0035 had no PVC beats. The   

Se, Pp, and accuracy were all 100% in signal samples S001, 

S003, S004, sm0011, S0012, sm0014, sm0015, S0018, 

S0025 and S0036. Consequently, the remaining signal 

samples had accuracies exceeding 95%. As we can see, the 

sensitivity was 100% for all beats because we had 0% FN 

beats in the classification result. The overall sensitivity and 

accuracy approximated to 100%. The positive predictive 

value was 72%. In comparison to the findings of recent 

studies, the results of our classification were marginally 

better in terms of sensitivity and accuracy. 

The authors in [2] proposed replacing the strategy to 

evaluate the effects of a heartbeat on the variation in 

principal directions and the authors successfully achieved 

the sensitivity and accuracy of 96.12% and 98.77% 

respectively. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1- Experimental result of classification performance 

File Total 

beats 

PVC 

beats 

TP FP Se(%) Pp(%) Er(%) Precision(%) Accuracy 

(%) 

S001  666 1 1 0 100 100 0 100 100 

S002  843 39 39 17 100 69 2.01 69.6 97.9 

S003  698 1 1 0 100 100 0 100 100 

S004  687 1 1 0 100 100 0 100 100 

S005  782 5 5 1 100 83 0.12 83.3 99.8 

S0024  779 - - - - - - - - 

S0027  859 - - - - - - - - 

S0030  788 - - - - - - - - 

S0035  717 - - - - - - - - 

S006 690 1 1 1 100 50 0.14 50 99.8 

Sm007 296 1 1 1 100 50 0.33 50 99.6 

S008 723 1 1 2 100 33 0.27 33.33 99.7 

S009 835 24 24 8 100 75 0.95 87.5 99.04 

S0010 722 1 1 1 100 50 0.13 50 99.86 

sm0011 650 1 1 0 100 100 0 100 100 

S0012 617 2 2 0 100 100 0 100 100 

S0013 489 1 1 4 100 20 0.81 20 99.1 

sm0014 543 2 2 0 100 100 0 100 100 

sm0015 639 1 1 0 100 100 0 100 100 

S0016 650 3 3 8 100 27 1.23 27 98.7 

sm0017 632 9 9 1 100 90 0.15 90 99.8 

S0018 723 3 3 0 100 100 0 100 100 

sm0019 674 5 5 4 100 55 0.59 55.55 99.4 

sm0020 556 13 13 3 100 81 0.53 81.25 99.4 

S0021 660 12 12 1 100 92 0.15 92.3 99.8 

S0022 806 14 14 4 100 77 0.49 77.77 99.5 

S0023 721 1 1 7 100 12.5 0.97 12.5 99 

S0025 761 3 3 0 100 100 0 100 100 

S0026 639 2 2 1 100 66 0.15 66.66 99.8 

S0028 650 1 1 10 100 16 1.36 9.09 98.6 

S0029 736 1 1 3 100 25 0.40 25 99.59 

S0031 732 45 45 27 100 62.5 3.6 62.5 96.3 

S0032 645 30 30 9 100 76.9 1.39 76.9 98.60 

S0033 612 3 3 1 100 75 0.16 75 99.8 

S0034 914 2 2 1 100 66 0.10 66.66 99.8 

S0036 564 1 1 0 100 100 0 100 100 

S0037 772 1 1 1 100 50 0.12 50 99 

Total(Avg) 25470 231 231 116 100 71.54 0.7 62.48 99.45 
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We also compare our method with [3] which proposed a 

novel method for automatic detection of PVC by using a 

learning vector quantization neural network and achieved 

90.26% and 98.90% for sensitivity and accuracy 

respectively. The limitations of previous studies included 

the use of the most prominent peak as a primary source of 

detection of PVC whereas in our proposed method for 

feature extraction we used the QRS complex as a primary 

strategy for detecting PVC and we also collect features of 

adjacent RR intervals to the PVC for accurate identification 

of beats. The bagged decision tree method helped to obtain 

accuracy in the testing phase while making the right 

decision for PVCs. 

 

Table 2- Comparison analysis  

Study Technique Se% Acc% 

[2] PCA 96.12% 98.77% 

[3] LVQ neural 

network 

90.26% 98.90% 

Our 

proposed 

method 

bagged 

decision tree 

100% 99.45% 

 

C. Conclusion 

 

In this paper, we proposed a novel algorithm for feature 

extraction for the detection of PVC using the windowing 

function and segmentation of individual beats. Accurate 

pattern recognition of PVCs was achieved using the 

modification of raw data and newer feature extraction 

methods. We considered a QRS complex exceeding 3mm as 

the primary criteria for identification of PVCs. The 

proposed algorithm was validated using the MELoR dataset. 

The experimental statistics disclose that our method was 

robust, achieving good classification performance using 

bagged decision tree classifier in terms of sensitivity and 

accuracy with only four relevant features of PVC. In our 

future work, we will analyze the role of abnormalities in T-

wave repolarization in the identification of potentially life-

threatening cardiac conditions. 
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Abstract - This application has been developed for 

android phones to determine road conditions. It 

occasionally detects the hurdles and jumps 

whenever found on the road in order to determine 

the road condition. It is free from user input, which 

works in the background to perform operations. It 

automatically sends road condition information to 

the server whenever it detects the hurdles on the 

road. This information is stored in the form of a 

map on the server which further can be used by the 

municipal authorities to repair the broken road. 

This application is not perfectly accurate because 

there is some factor which can affect the working of 

the application. This application succeeds 

approximately 90% in sensing the potholes and 95% 

of the speed bumps, whereas producing incorrect 

sensing around 10% of the potholes and 5% of the 

speed bumps. 

I. INTRODUCTION 

A. Background and motivation  

Almost all the roads of Pakistan are damaged. 
This condition can cause accidents and extensive 
damage to vehicles. Many accidents occur daily due 
to the poor condition of roads. Funds given by the 
government to repair these roads are spent without 
giving any visibility to the general public. In 
monsoon, the rain damages the roads to intolerable 
levels in Pakistan. Due to the poor drainage system, 
the road condition in Pakistan becomes worse.  The 
government of Pakistan is improving the road 
conditions by making new flyovers and roads. 
Unfortunately, this can be implemented in large cities 
but is difficult to implement in the small cities and 
rural areas of Pakistan. Sometimes, citizens report the 
location and poor condition of roads to help the 
authorities in its repairment. In addition, due to 
disrepair, citizens make illegal speed bumps on the 
road to slow down the traffic near the residential 
areas. They do not report these illegal speed bumps. 
Such illegal speed require years to actually remove 

them. The Municipality and authority have the data 
of speed bumps illegally made by the citizens and 
they can specify all these illegal speed bumps. 
Municipalities can allocate more funds in these areas 
to repair speed bumps and roads.  

At the same time, the population of Pakistan is 
increasing rapidly. With the increasing population, 
the number of cars and vehicles are also increasing. 
But unfortunately, the network of roads has not 
grown at the same rate of cars and other vehicles. 
These roads need to be repaired since damaged roads 
cannot be easily mapped. Measuring the road 
conditions and mapping the location with the road is 
not an easy task. It requires extensive resources i.e. 
time, expertise, transportation, and manpower. One 
approach which is not feasible is the government 
hiring people to identify the conditions of roads. The 
conditions of the road may have already changed by 
the time teams survey an area. 

B. Problem Statement 

Road roughness and potholes (road condition) 
cannot be easily measured and mapped. Although the 
roads cannot be repaired immediately, the authorities 
should be informed about the conditions of roads 
after a specific time. Making government 
departments for handling the road conditions is an 
expensive and time taking process. This process is 
not suitable for mapping and measuring road 
conditions. Therefore, the objective is to create a 
reliable system which is based on mobile crowd 
sensing to measure the state of roads regularly 
without any interaction with a user. 

C. Inability of previous work 

Mednis and his fellows proposed a system to 
monitor road conditions using Android OS smart 
phones [6] with Accelerometers. They use an 
automated approach to detect potholes and ensure 
more accurate data with fewer errors. The limitation 
of this approach of monitoring road and collecting 
data was they used standalone smart phones and did 
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not use centralized database i.e. it cannot process data 
taken from different mobile phones present at one 
location.  

Jakob Eriksson and his fellows designed a pothole 
detection system called Pothole Patrol which is used 
to collect data from sensor vibrations and GPS 
sensors, and this system analyzes the data collected 
from the sensors fixed in a collection of vehicles to 
measure the road conditions. [2] This application is 
also using a centralized database like we have used in 
our system. But this system is different from our 
system because they have used GPS system and 
accelerometer fixed in cars to identify the road 
conditions, speed bumps, and potholes.  

Mohan et al, designed a system called Nericell, 
[1] used to calculate and measure road conditions and 
also the conditions of traffic. They are also using 
additional GPS sensors and accelerometer sensor of 
cell phones which are not smart cell phones. By using 
these external sensors, speed bumps and stop and go 
events of traffic are measured. In this system, almost 
all functions of detection were implemented but not 
in a smart phone. The drawback of this system is that 
when the data was collected from the smart phone, it 
was suspended by the system. 

D. Proposed Approach 

Almost all the people in urban and rural areas of 
Pakistan are using smart phones. Additionally, 3G 
and 4G services of the internet are also present in 
Pakistan and most of the citizens are using these 
internet services. This usage of internet in Pakistan is 
the solution of our problem statement i.e. making an 
android smart phone application which has the ability 
to sense speed bumps and road conditions. This paper 
is going to discuss the application using crowd 
sensing to sense potholes and speed bumps. The 
application is designed for Android smart phone that 
has no interaction with the user and takes no input 
from user i.e. zero input application of smart phone. 
This application uses a centralized approach of a 
database which collects data from multiple users i.e. 
the benefit of crowd sensing, and updates this data as 
the user travels through different routes every single 
day. Another benefit of this application is that as 
several users travel through the same place, this 
application filters this data and separate the false 
collections of data from correct data.  

This smart phone application does not use any 
external GPS and accelerometer sensors other than a 
smart phone because it is able to run this application 
without using these external sensors. There is no need 
to buy any hardware i.e. accelerometer sensor, and 
there is no need to place accelerometer sensor at the 
fixed position in a car because this application uses 
smart phone’s accelerometer during the journey and 
it will increase the application usability. 

This application runs in the background as a 
service so that whenever the user is on the road, it 
can gather data from the vibration of a car when it 
moves over a speed bump or pothole. This 
information is processed in the application and the 
processed data [4] is kept in the database created on 
the server. The meta-classifier on the server side 
decides, if the same users detect the presence of 
pothole or speed bump from the same location, this 
information is skipped otherwise it is stored in the 
database. The information stored in the database is 
then available on the website so that public can read 
the road condition information 

II. RELATED WORK 

Mednis et al. described accelerometer data based 
pothole detection algorithm with hardware/software 
resources using Android OS based smart phones. The 
system senses events of vehicles like cars and buses 
but motorcycles and bikes [7] are not supposed. 
However, accelerometer sensors combining different 
other sensors were used to collect data. Tmote Mini 
hardware, which is a sensor node using Texas 
instrument and 3-axis accelerometer analog devices 
were used with accelerometer sensor to collect data 
about road conditions. Also, a specific location was 
considered to place the Android smart phone. We 
want that while using our application, the application 
detects the user activity if the user is using mobile, 
the application stops collecting data from the sensor  
if not it collects data.  

Jakob Eriksson and his fellows designed a 
Pothole detection system called Pothole Patrol which 
is used to collect data from sensor vibrations and 
GPS sensors, and this system analyzes the data 
collected from the sensors fixed in vehicles to 
measure the road conditions [2]. Using this system, 
the potholes and other road conditions can be 
recognized using accelerometer sensor. The system 
uses embedded GPS and accelerometer of 3-axis in 
the car. But in our application, there is no need to buy 
any other hardware because the smartphone is 
enough to perform task i.e. estimated condition of 
roads. 

"Potholes hunters” is basically is an app that map 
potholes, and potholes, checking existing potholes 
and rating the worst potholes in the country [6]. This 
app requires user help to map that pothole to fill a 
form and take pictures of the pothole and record that 
data. Our app has the  advantage that does not require 
a user to take a picture and map that pothole. Our app 
automatically detects potholes and send that data to 
cloud for public and administrative authority to repair 
that pothole. 



III. SYSTEM DESIGN 

This mobile app according to the android also 
have two background process that receives and send 
data from one point to the other point through sensors. 
One process gets data from the users through sensors 
and the second process upload data for the user 
requirements. Simply some sensor is used in this 
process to get data from the user and provide the view 
of the roads conditions to the users according to the 
data that are received by the user [8]. In the process, 
the database also uses  a procedure that saves the data 
of all users collected by the user’s mobile and also 
mobile orientation. App engine also used in this 
process  receives the request from the database, 
processes the data and again sends it to the database. 
The database has many tables of user data in which 
every table is separate but linked to each other.  

A website is also used in this process which sends 
and receives queries according to the user 
requirement. It also incorporates the map location of 
the user. The main aim of this website is to show the 
current data of the conditions of the roads. Some 
labeled data also use in this process, which is 
described at the first stage, helps the user if the current 
map location is same as the map location of the this 
labeled data. This data is show to the user without any 
processing or delay. The data is collected or saved by 
just visiting the main area. The android app picks the 
map location and gets this data by the movement of 
the mobile that has the android app in on mode. 

A. Sensor Types 

All data collected from the user mobile or the 
current location of the user is collected by different 
sensors. These sensors sense the main event and then 
collect the data according to that event. Then this data 
send to the database for the more process for the user. 
The current location of the user is traced through an 
API. After tracing, the application collects the raw 
data about the user’s location through sensors and 
sends back the information about the roads to the user. 

Sensor Delay Fastest: Whether road is clean or 
damaged is reflected by the speed of the car of the 
user because sensors  differentiate between the speed 
of the car at the different times. Sensor Delay Fastest 
is the sensor that senses the changes in speed of the 

user’s car. These sensor show the recordings to the 
user about the condition of the road in the application. 

 

Sensor Manager: One sensor manages the 
orientation of the mobile. The x-axis shows the 
position of mobile in the horizontal form; Y-axis 
shows the position in the vertical form and Z-axis 
show the position of mobile in downward. Now, this 
data is recorded in the application for the user.  

B. Process of Android APP 

Login: At the first stage the user login the app for 
getting the information about the road conditions. 
When the user login then the database receive the data 
through the sensors and show the results according to 
the data or location of the user. All data of each user is 
recorded separately in different tables. This data is 
stored until the current user logout or delete the data. 
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Sensor: The sensor gets the data from the user 
mobile and its position which is sent to the data 
storage. Important data is selected for further 
processing. The sensor shown in the above paragraph 
senses all data of the user. 

Database: The database has a lot of data about all 
users in the form of tables. Each table has different 
and useful data for every user. There are two types of 
table:  

1. User contributed Data 

2. Voted Views 

Contribution of user in data collection: Data 
collected by users at different times in the raw form is 
stored in the tables of the database. This table has the 
data about user location and the mobile orientation. 
The data is sent in selective form where it is selected 
according to the requirements of the users. 

Voted Views: Data that is retrieved by the 
processing of application is saved in the table of voted 
view. This data informs the user about the condition 
of the road i.e. whether the road is clear or damaged 
and also tells the location of the clear or damaged 
road. This table is very important according to the 
information that is provided to the user. 

The database then sends data to the engine app for 
further processing according to the requirement of the 
user. 

App Engine: The database has data about the users 
in the form of tables. It sends data according to the 
user requirement to the app engine which acts as a 
server in this process. App engine processes the data 
and sends back the resulting one for the user. Restful 

APIs [3] provide access to show data on the website 
and mobile app. App Engine is a server at this stage 
that deletes old data from the app and uploads new 
information. The website just informs the user about 
the condition of roads. This information also stored in 
the android app. 

Website: The website is also a significant 
component of this process. This website sends query 
to the database that hold all data about every user that 
has an account on this application. Database answers 
to these queries and retrieves results to send back to 
the user. The website is just used to display data for 
the user. It has both the internal and the external 
interface. Mobile APIs are not able to give user’s 
speed directly but speed is calculated by a specific 
formula which uses the difference between the 
distances of two points.  

IV. DETECTOR DESIGN 

We used a supervised learning approach for app 
classifier which uses labeled training sets for creating 
a distinct Android app that is stated as a data 
collection app. Android app - stated as a data 
collection app, allows the user to start collecting data 
and stop by pressing the button that is given in the 
app. Data from GPS and three accelerometers is 
stored in data collection in a file. Data collection app 
also offers two buttons that allow a user to spot 
instantly as the vehicle goes above a pothole or over a 
speed bump. By pressing the button, the location and 
timestamp are stored in the file. 

Without preprocessing the data that is collected 
from data collection app, this data cannot be used 
directly on behalf of feature abstraction and 



arrangement. Furthermore, we do not need to fix or 
place the smart phone in a specific position when 
collecting data. This necessitated rotating the 
accelerometer axes to readjust axes in a typical 
direction. The Axes reorientation then aligns the path 
of maximum variation in accelerometer analyses 
through ‘z-axis’, that point down to the earth/ground. 
The second maximum variation is orthogonal to ‘z-
axis’, and is aligned to ‘y-axis’, and the path of this 
variation points to onward motion of a vehicle. 

By determining directions of both y, z axes, an ‘x-
axis’ is aligned by residual orthogonal direction, and 
direction of this axis is typically sideward to the 
direction vehicle. As per successive exploration, this 

is usually the  property of the 
reoriented ‘z-axis’, to a lesser degree ‘y-axis’, that 
offers valuable characteristics to sense speed bumps 
and potholes. It includes defining the accelerometer 
covariance matrix and each accelerometer reading is 
switched to align through the x, y, and z-axis by 
performing a matrix vector multiplication. 

Moreover, the vehicle’s speed is not shown 
directly by Android API. By using the Haversine 
formula, changes in geographical coordinates to 
distances is converted and then the speed is calculated 
from consecutive changes in longitude and latitude. 
Once the distance between two successive locations is 
recorded, it is divided by time. When a speed bump or 
pothole is met with vehicle, through likewise 
reviewing of the accelerometer and by taking the 
timestamp of this encountered hurdle, we can find 
features that can be worth further discovering for 
possible usage in ordering speed bumps and potholes. 

Figure shows a photograph of a cemented road, 
currently on our university grounds. It was used at the 

development stage to collect data. 

 

A. FEATURE EXTRACTION: 

Data collection app executes at one-second 
interval for the speed bump and pothole detectors. 
Each time a speed bump and pothole is detected, the 
accelerometer sensor readings are composed during 
the previous 12sec. The figure shows the 
accelerometer readings with all three axes above time 

for a vehicle that is moving over the pothole and 
speed bump. But without additional processing, it is 
possible the coming signals are noisy if high-
frequency components are involved so we need to 
process the signals to make them noiseless. During the 
data collection through high frequencies components, 
we discover noisy signal through two different bases. 

1) The vehicle regular frequency component 
vibrate when an engine of the vehicle is running 
which is a cause of noise signal, even when the 
vehicle is not moving. 

2) The irregular high-frequency component can be 
a source of noise due to the bumpiness of the road 
surface and  the vehicle’s speed.  

As we know high-frequency component is not 
beneficial for our objective since it produces noise for 
signals so we can remove it by passing signals 
through the low-pass (referred as an LP) filters. We 
use LP filtered signals for pothole and speed bump 
detectors. The best important features involved are 
finding,  

•Standard deviation for accelerometer sensor 
readings through three axes(x, y, and z) 

• Mean deviation for accelerometer sensor 
readings through three axes (x, y, and z) 

•Standard deviation of low-pass filtered through 
three axes (x, y, and z) 

•Mean deviation of low pass filtered through three 
axes (x, y, and z) 

•Minimum/maximum value on x/y/z-axis 

Through supervised learning approach we 
measured five different sorts of classifiers, decision 
tables, naive Bayes, and SVM. 

V. RESULTS 

A. IN-APP SENSORS: 

The app collects data, switches the mobile phone 
sensors axes to reproduce in the way of motion of the 
vehicle. It extracts characteristics and use them to 
detect speed bumps and potholes on the road segment. 
Design selections and judgments have been labeled 
for these sensors. The results of the classifiers helps 
speed bump/pothole sensors and the timestamp of the 
recording and the location is saved in the database. 
App automatically uploads this data to the database in 
the cloud when it gets connected to a Wi-Fi network. 
Data is the reflection of the achievement of the speed 
bump and pothole sensors. These outcomes were 
made using the considered exercise set defined. 
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Table 1: In-app speed bump groupings 

1) GROUPINGS FOR SPEEDBUMP SENSOR: 

Speed bumps are comparatively infrequent 
incidents on the road. We tried classification through 
great false positives rates from more attention. Built 
on the false positives in Table 1, this disqualified 
native Bayes. This leaves us with standard VM, 
C5choice tree and conclusion table that has better 
performance compared to  true positives and false 
positives rates. Out of these three, standard VM was 
the better alternative to true positives forms, C5 
conclusion tree and conclusion table in terms of 
accuracy. 

Table 2: In-app pothole groupings 

2) GROUPINGS FOR POTHOLE SENSOR: 

A related study of the similar five classifiers for 
pothole sensor rules out native Bayes and overseen 
clustering due to exact extra ordinary false positives 
rates. Out of the three remaining methods, decision 
tables have a significantly lower true positives rate 
than standard VM and C5choice tree, therefore we 
discard that as well. Among standard VM and C5 
decision tree, standard VM is better than C5 in terms 
of recollection, final-measurements and infected are a 
by significant boundaries. We selected two standard 
VM classifiers for a speed bump and pothole sensors. 

B. IN-CLOUD SENSOR: 

App machine obtains results of the app through 
speed bump and pothole sensors noticeable with time 
stamps and Global Positioning System directs. 
Asimple edge based in-cloud sensor is being 
consumed, if more users report sensing a speed bump 

at a network location, a position is noticeable as 
overwhelming on the speed bump. Thus, the final 
determination of whether speed bumps observed 
mistakenly or not is done by the in-app sensor. The 
consensus based results of the in-cloud sensor are 
shown on the website and is also made available on 
the app itself. 

VI. CONCLUSION 

In this research paper, we have discussed the 
smartphone application to sense the potholes, speed 
bumps and other condition of roads. The working of 
the application based on the systems already 
developed. The application is different from the other 
similar applications because there is no need to buy 

any external hardware for sensing the location and 
potholes except the android phone which has its own 
GPS and accelerometer sensor. Our application does 
not require any input from the user and also does not 
require a particular location to be placed. It just has to 
be installed in the android phone and it will run in the 
background. According to our findings, the 
application is not 100% accurate. In some situations, 
it does not measure the hurdles and speed bumps 
accurately. 

VII. LIMITATIONS OF OUR WORK 

Some problems have been noticed that can affect 
the data collected by the application. It is possible 
highly inaccurate information can be collected about 
the road condition using an accelerometer to 
determine whether the road is paved, unpaved or for 
detecting the dirt on roads. 

Another problem on which further research can be 
conducted is the detection of the traffic quantity on 

Grouping True 

positives 

rate 

False 

positives 

rate 

Accuracy Recall Final-measure Infected area 

Standard 

VM 

50.5% 4.6% 8.2% 60.4% 98.8% 93.5% 

Native 

Bayes 

9.0% 91.9% 23.5% 30.8% 90.4% 18.2% 

C5 6.0% 84.6% 68.8% 64.5% 68% 79.5% 

Choice 

Table 

6.9% 50.3% 32.7% 44.7% 61.3% 47.9% 

Sub- 

clustering 

18.9% 45.6% 4.5% 37.9% 96.9% 60.8% 

Grouping True 

positives rate 

False 

positives rate 

Accuracy Recall Final-

measure 

Infected area 

standard VM 60% 5% 82% 60% 70% 90% 

Native 

Bayes 

90% 91% 23% 10% 90% 19% 

C5 60% 0.8% 68.8% 62.5% 65% 75.5% 

Choice 

Table 

65.9% 5.3% 32.8% 40.7% 65.3% 90% 

Sub- 

clustering 

18% 45.6% 34.5% 87.9% 56.9% 55.8% 



the road. The traffic quantity on the road can be 
measures by using the mobility traces of each vehicle 
on the road. 
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Abstract— Economic growth of an agrarian 

country is considered as risk-free due to stable 

performance of its agriculture sector. Asia / South Asia 

produces 75% of crops, live-stock but farmers get meager 

facilities. This is due to poor access to field-research (seed 

development, cultivation methods, crop protection and 

production). The misuse of water and fertilizers is found 

very common in South Asian countries, especially India, 

Pakistan, Iran, and Bangladesh. These challenges made 

Agricultural sector less attractive for investment. 

Consequently, the economies of few countries are on the 

verge of collapse whereas, others are not risk free. 

This paper gives a way-out to address these 

challenges by designing a Fintech based supply chain 

framework. In this paper comparative analysis of both 

traditional and proposed system is performed. After study 

of the incumbent system, a blockchain based agricultural 

supply chain system-Agri-BC- is proposed. Elements of the 

framework (Agri-BC) effectively address the challenge of 

intermediaries’ commission that results in the increased 

profit share of farmers. The survey, about framework 

(Agri-BC) conducted from farmers, reveals that issues can 

be resolved, and investment can be effectively utilized in 

this sector. Ultimately, this gives an opportunity for new 

investors to become major stakeholders. 
 

Keywords—  Agriculture, Fintech, Blockchain, supply chain. 

I. INTRODUCTION   

Agriculture sector is a major contributor in the economy 
of an agrarian country. It provides input to industries and 
food to mankind for survival. Other sectors directly or 
indirectly rely on this sector for input as raw material and 
collectively contributes towards the country economy. Its 
importance can’t be denied, as this sector is cause of human 
survival [1][2]. Effective performance of agriculture sector is 
key to satisfy the needs of ballooning population. If 
agricultural sector fails to meet the demands of the 
population, it will have a negative effect on the health of 
mankind and economy of country [3]. Even economic 
depression does not affect the demand curve of agriculture 
sector. A country which has exponential population growth 

and an agricultural state, there exist inequality between urban 
and rural areas of the country. To bridge this gap, it is need 
of time to develop and flourish rural agriculture sector of the 
country. 

Agricultural sector contributes a substantial portion of  
capital formation for a country in form of: export of 
agricultural products, employment, and agricultural taxation. 
The Agriculture supply chain is one of the areas in 
agriculture sector, improvement in it can have a significant 
change in profitability. Traditionally farming product was 
only traded in domestic market. Now, with the advent of 
science and modern technology, product sales are not only 
confined to domestic market but, are exported to other 
countries results in revenue generation and improves country 
GDP [4]. Growth in the country economy can be achieved by 
exports of farming product, and it also proves to be in the 
better interest of its producer [5] [6]. Along with profit 
generation, export transactions also includes taxation 
complexity, intermediaries, discrepancies in information, 
ineffective (time-consuming) transaction and lack of 
transparency. 

Lack of agricultural research, resistance to adoption of 
modern agricultural techniques and processes, indirect link 
between farmer and consumer results in large number of 
intermediaries ultimately reduces profit, and tax burden is 
superimposed on the farming community are few of 
agriculture related factors contribute toward depreciated 
GDP [4].  

Analyzing current situation it is need of time to the 
unleash potential of agriculture sector by integrating it with 
IT and the digital world. By proposing a system to resolve all 
issues which are faced by stakeholders to bring agricultural 
output from farm to market for trade. With the rapid 
development of other sectors in this digital era, it is 
mandatory to keep agriculture sector abreast with other 
economy contributing sector [7]. 

 In the traditional supply chain, proper coordination 
among harvest, operations, logistics, and optimization of 
operation is complex and unwieldy errand [4]. Risk of 
imbalance in production capacity and improper metric for 
quality evaluation of the crop are significant causes of the 
decline in the supply chain system. Blockchain technology 
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adoption in agricultural supply chain sector promises to 
resolve above mentioned problems.  

II. TRADITIONAL AGRICULTURE SUPPLYCHAIN 

In the most of developing countries of South Asia, its 
native farmers are deprived of prosperous life. Their income 
is not on same scale as farm yield. Multiple factors 
contribute towards low income of farmers. 

 

Fig. 1.Traditional Agriculture System based on intermediaries 

 
Fig.1 shows the prevailing Agricultural System [8]. The 

process starts from crops collection from farm to be supplied 
to market and made available for consumption, involves 
changing of multiple hands. Chain of intermediaries charges 
specific commission percentage for every errand. i) Kacha 
arthi [8] (a middleman, between the pakka arthi and the 
farmer, charges commission from farmer but doesn’t takes 
crop title, crop ownership is still with farmer). ii) Pakka arthi 
[8] (is wholesaler who purchases agriculture output in the 
open market, either via bidding process or directly from the 
kacha arthi). 

Farmer when in need approaches kacha arthi for input of 
next crop, farming goods and loan. Crops once harvested are 
handed over to kacha arthi and after deduction of loan and 
agricultural input cost or any other liability along with some 
specific percentage commission fee, a small share of profit is 
given to the farmer once crops are sold at market. 

Kacha arthi transfers the goods to the pakka arthi, another 
agent, who either directly sell it to in market or through 
brokers to the factories. Further processes take place at 
factories and are made available for the consumption to 
customers in different forms. A large number of 
intermediaries are added to the chain and commission is 
charged on every stage, result in the low share of profit for 
farmer. 

Most of the time farmers sell crops at an offered rate in 
the nearest market as they are unaware of government 
decided rates and other market rates of crops. No proper 
metrics for crop quality evaluation are defined, pakka arthi 
decide it along with rates paid for crop at the time of dealing. 
Moreover, the demand of crop is not properly communicated 
to farmer due to lopsided relation between farmer and 
market, results in excessive production than demand. To 
avoid crop wastage farmers accept rate offered in the nearest 
market, most of the time it not even covers actual cost 
invested from sowing to bringing it to market. 

Tax system for agriculture is neither properly formulated 
nor implemented and revised from long time. Tax is being 
charged in two portions, a fixed amount on agricultural land. 
Second is Variable tax with fixed rates on agricultural 
income [9]. Tax evasion and embezzling occur due to false 
record keeping of crop production and its sell in market. 

Demand forecasting of agricultural product is a difficult 
task to predict due to absence of proper record keeping 
related to product yield, indirect communication between 
farmer and customer, and lack of transparency in 
supplychain. Imbalance in supplychain of agriculture product 
occur due to unpredictable demand forecasting,it sometimes 
results in lack of crop availability and mostly excessive 
production. Resulting in large amount of crop wastage and 
reduced profit.   

In the traditional supply chain, the farmer gets a small 
portion of overall profit, which deviates towards zero due to 
crop wastage. Profit maximization and wastage deduction 
can be achieved by adoption of an openly accessible and 
transparent system. Bridging communication gap between 
farmer and customer, make it feasible for farmer to acquire 
information about market trend and estimate production for 
next season crop based on market demand. 

Farmers are reluctant to go for global export due to hectic 
procedure of product delivery tracking and the multiple 
numbers of stages and agents. All these can be made easy by 
introducing a new system that provides transparent and open 
access. Here, transparent and visible or open access means 
information accessiblility to any party (node) participating in 
supplychain. It resultantly reduces operating cost and 
improves performance, product status tracking, encourage 
global export and attracts foreign investors. 

III. PROPOSED FINTECH BASED SOLUTION (AGRI-BC) 

To satisfy all requirements, a low cost and access 
controllable database system is considered. It is a distributed 
database system which emerged a few years ago. A 
cryptocurrency based system that works on blockchain 
technology. It allows users to transfer currency securely 
without involvement of centralized authority using public 
distributed ledger known as blockchain [10]. Agri-BC based 
framework is proposed to overcome issues spotted in the 
traditional agriculture system. Core stakeholders of the 
agriculture system: Farmer and Buyer (Market) are focused 
entities of the proposed framework, along with participation 
of regulatory authorities and food insurer. Framers can utilize 
this medium to remove intermediaries and to introduce 
transparency in the network. 

 

Fig. 2. 2-dimensioal view of proposed framework of Agri-BC (blockchain) 



 

Fig.2 depicts the 2-Dimensional view of the 

framework based on blockchain technology. Regulatory 

authority registers the farmer along with its land ownership. 

Farmer populates the ledger, provide crop details, quantity, 

sow date, and harvest date. Quality of crop is sensed via 

sensors. Transaction is verified, if majority of the parties 

agree, termed as Consensus in blockchain. Transaction 

block is added to the previous blockchain. All ledgers on 

nodes participating in blockchain are updated. 
Transporter or crop insurer check harvest date and 

accordingly contact farmer and bind in contract with him. 
This contract is programmed contract or programming logic 
termed as SMART Contract in blockchain terminology [6]. 
Once smart contract binding occurs, transporters collect crop 
from the farm, thus the authority of crop is shifted to the 
transporter. 

Transporter handovers crops to Factory or Market from 
where the currency is transferred in the account of farmer 
and transporter. After processing food, it is made available 
for consumption. Once it is made available, consumer based 
on product id or QR code can track all the details of food 
consumed from sowing till processing. 

 

Fig. 3. Entities of Agri-BC(blockchain) 

 
In Fig.3 [11], participating entities: farmer, transporter, 

factory, consumer and regulatory authority in the proposed 
Agri-BC system. It demonstrates how roles of kacha and 
pakka arthi are replaced by a single entity. Bitcoin 
mechanism, a cryptographic proof is used instead of trust in 
the third party (kacha arthi) for transaction execution online 
between farmer and market [12].Transactions are protected 
using digital signature [13], sent to the market trader 
(receiver) digitally signed by private key of sender(farmer). 
For transporting material, owner (farmer) has to prove 
ownership of private key. Receiving entity (market/trader) 
will verify the digital signature (ownership of private key) on 
the transaction using sender’s public key. 

IV. LAYERED REPRESENTATION OF PROPOSED FRAMEWORK 

Fig.4 depicts the architectural representation of the 
proposed Agri-BC framework. Inspirationally, at initial stage 
3 layers are considered: application layer, block chain layer 
and storage layer as shown in CrowdBC framework [14]. 
Application layer is dedicated for interaction with the user. 
Second layer is designated with the task related to block 
chain activities. Third layer works as storage, as vast amount 
of data on blockchain can have  impact on its execution. 

 

Fig. 4. Layered representation of Agri-BC framework 

 
Farmer uploads data related to his crop before harvest; it 

is posted on application layer from where buyer access this 
information. Users are entitled to provide their true identity 
for registration with key pair for (public and private key). 
Blockchain layer contains programming compiler for smart 
contract execution. A contract processing state machine is 
considered which changes states of transaction on the trigger 
of the event. For every transaction, a new state machine is 
produced and the status of the transaction is updated on 
blockchain. 

To overcome limited storage data capability on the 
blockchain, logical and storage layers are separated. 
Transaction and entities basic information, which are 
frequently accessed are stored on blockchain layer whereas 
details: evidence and documentation are stored in storage 
layer. 

A. Application Layer 

This layer contains two core modules in Agri-BC 
application layer: Farmer Management (FM) and Buyer 
Management (BM). FM and BM are bounded by smart 
contract. It is mandatory to register Farmer and buyers at the 
initial stage on Agri-BC. Then framer populates detail 
information regarding farm, crop sowing, and harvesting 
date, yield and others. 

At second stage farmer decides terms for smart contract 
and demands for negotiable rates. On the other side, Buyer 
Management uploads details demand based on consumption, 
quality and possible rates. BM decides the transaction fees to 
be paid to miners in smart contract. 
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An instance for reputation is also created by default at 
inception for both farmer and market for evaluation purpose 
[15]. Reputation of both entities will be updated by each 
other based on the transaction performance and feedback. 
Buyer Management Module will traverse uploaded details 
and undergo the contract state. 

B. Blockchain Layer 

This middle layer serves two purposes: provides consensus 

on the order of smart contract framed and runs the state 

machine which changes transaction states on the trigger. 

The Smart contract is written on the blockchain, once 

confirmed by the miner. State machine defines task status 

and it is updated with transactional status on arrival of input 

on the blockchain layer [16]. Users are provided access to 

state machine status on blockchain layer. Information 

uploaded by farmer and buyer is sent and updated on 

blockchain layer by the smart contract. Excessive 

information is routed to the storage layer for the efficient 

performance of the discussed layer. Hash pointer serves as a 

connecting point between blockchain layer data and storage 

layer data. 

C. Storage Layer 

It is the third layer in Agri-BC architecture, it stores the 
actual data value, evidence, and details. Data values are 
signed by the owner’s public key. Final Contract conditions 
and terms are encrypted using the buyer’s public key and can 
decrypt using its private key. This layer is hidden from users: 
farmers and buyer are unaware of this layer existence. They 
access data, validate its authenticity and integration using 
data hash values and digital signature in the blockchain layer.  

V. STEPS 

Steps followed on Agri-BC framework are discussed below. 
1. The first step involves registration of new farmer and 

buyers. Each user is provided with public and private 
key pairs.  

2. Second step comprises of transaction conformation and 
status transformation.  

3. Third step is for posting of finalized contract terms after 
negotiation. Buyer pays for the crop in advance and 
payment is deposited on blockchain for security 
purpose. An evaluation function is required, when 
farmer post the details of crops and field, it is evaluated 
by the miner/food insurer on blockchain instead of the 
buyer. 

4. Fourth step involve evaluation of the contract deal. Each 
buyer deposit some coins or posses reputation status or 
past deals record to ensure the trust. Higher reputation 
indicates a good buyer with secure business transaction. 
Low reputation shows the unsatisfactory past 
performance. A minimum threshold is set for the 
evaluation of the reputation for finalization of the 
dealings.  

5. Last step is reserved for exchange of goods, contract 
evaluation and assignment of the reward. 

VI. CONCLUSION 

This research presents a Fintech based supply chain 
framework to help countries overcome issues faced while 
practicing the traditional agricultural model. The Blockchain 

based agricultural supply chain adoption is directly linked to 
the prosperity of farmers. New directions are also discussed 
for creating direct and transparent recordkeeping, and 
communication among all stakeholders. 

In this paper comparative analysis of both traditional and 
proposed system is performed. After study of the incumbent 
system, blockchain based agricultural supply chain system-
Agri-BC- is proposed. Numbers of intermediaries are also 
reduced in the Agri-BC framework. As market legal bindings 
with transporter and farmer are based on smart contract, thus 
the role of kacha arthi and legislative representative is 
eliminated. No doubt, availability of data on every node, 
overcomes the issue of data tempering and 
misrepresentation. As blockchain indelible feature record 
crop production and sales, ultimately tax authority can 
accurately charge variable tax on farm yield.  

VII. FUTURE WORK 

The team is currently working on a dynamic algorithm 
for implementation of Agri-BC framework from end-user’s 
perspective. Algorithm is expected to facilitate timely 
transportation of crop and assist farmers in marketing and 
making smart contract regardless of literacy levels. 
Minimizing crop wastage will be one of the primary goals. 
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Abstract—Exponentially increased text data on the internet, 

led to plethora of work on English text concision. Native 

Languages are lacking in this regard for text concision. Our 

research work proposes a network to generate comprehensive 

document summary. Proposed Rewriter Model for the 

abstractive summarization of Urdu Dawn news generates 

compact and concise summary; closely related to the human 

generated summary. Comparison of the results with CNN/ Daily 

Mail dataset shows that proposed model performs better than 

the previously proposed baseline models. The calculated rouge 

score for proposed model are 42.65% using Urdu news dataset. 

Keywords— Urdu, Abstractive Concision, Word Embedding, 

Attention Distribution 

I. INTRODUCTION 

Text summarization is a method of compressing the text 

in such a way that precise and accurate summary is obtained, 

containing all the important information of the original text 

also called text concision. Available data on the internet is 

very vast and unstructured. Moreover, data is increasing day 

by day. Therefore, automatic text summarization is the need 

of the hour to address the challenges of growing data. 

Automated text summarization makes the selection process 

easier, lessens the reading time and improves the efficiency 

of indexing. It comes under the title of machine learning, deep 

learning and data mining.  

There are basic two general approaches of summarization. 

1) Extractive approach 2) Abstractive approach. In Extractive 

approach of concision, selected sentences contain most 

relevant information of the article. In comparison to this, 

abstractive approach of concision paraphrasing is used to 

describe the key idea of the article. Therefore, abstractive 

concision tries to imitate the summary generated by humans. 

Urdu is an Indo-Aryan language that has more than 100 

million native speakers in Pakistan and India. In Pakistan, 

many newspapers like Millat, Nawa-e-waqt, Daily Jang and 

Dawn are published in Urdu. Our research paper takes the 

advantage of abstractive summarization to generate a 

compact and more sophisticated summary of Urdu news 

articles that is closely related to the human generated 

summary. Word level attention is used for the abstractive 

summarization in our proposed Rewriter Model. The novel 

Seq2seq model is used in our Rewriter model that can elect 

words for summary from text by pointing to the exact location 

as well as it can generate new words from the vocabulary. 

The basic advantage of this pointing and generating idea is 

the ordering of words of the flexible length input sequence. 

Furthermore, by using bidirectional LSTM, Rewriter can 

look forward and backward over the input word embeddings.  

Training, testing and validation of this model is done on 

the Urdu Dawn news dataset. In order to test the output of our 

Rewriter model ROUGE metric is used. Rouge scores are 

calculated and compared with the scores of recently proposed 

models on extractive and abstractive summarization. Results 

show that this model outperforms the state-of-the-art models.  

Details of the rest of the sections of the paper are given 

here. Section II describes the related work that has been done 

in this field up till now. Section III describes the problem 

statement and the solution to this problem is given in section 

IV. Methodology of the Rewriter model is explained along 

with equations in section V. Section VI and section VII 

explain implementation details of our Rewriter and qualitative 

analysis of the results with CNN/Daily Mail dataset 

respectively. In the end, section VIII concludes the paper 

along with giving the future directions. 

II. LITERATURE SURVEY 

Most of the work on text concision is related to extractive 

summarization. Approaches like greedy [1], graph based [2] 

and constraint optimization [3] were the traditional ones for 

extractive summarization. In the past few years, the trend has 

been shifted towards the approaches based on neural 

networks. Nallapati has proposed a selector architecture that 

has the advantage of picking one sentence at a time arbitrarily 

to generate the summary [4]. Yasunaga proposed a model in 

which graph based convolutional network is embedded in a 

recurrent neural network to compute the sentence level 

attention [5]. 

Due to the difficulty of generating abstractive summary, a 

little significant work has been done from recent years. 

Initiation was done by Rush, who proposed an attention-

based encoder to generate the abstractive summary [6]. 

Nallapati proposed a sequence-to-sequence model based on 

the works of Rush [7]. Advanced Sequence-to-sequence 

model was proposed by See that not only copy words via 

pointing, but also generates novel words. Coverage 

mechanism was introduced to keep track of the words that 

International Conference on Data Science 2019 39



had already been included in the generated summary to 

discourage repetition [8]. 

Literature survey related to Urdu text summarization was 

done and many papers were consulted. Burney presented an 

add-in for MS Word named “Auto Summarizer for Urdu 

Language” that can summarize enlightening articles such as 

economical, scientific and sports as well as news [9]. For the 

evaluation and development of single documented summary 

of Urdu, Humayoun proposed a benchmark corpus. 

Evaluations and experiments can be done by the researchers 

using open source software tools provided by the author [10]. 

III. PROBLEM STATEMENT 

In this era of the internet, there is a huge amount of data 

in the form of text available on the internet that cannot be 

processed by humans manually. As there are a number of 

documents available, searching for the relevant document 

and then extracting the useful and related information from 

them is very tiresome. Therefore, the concept of Automatic 

text summarization has been introduced. But, all the work has 

been done in English as it is the international language spoken 

all over the world. Almost none or very little work has been 

done in native languages. Urdu is being spoken and 

understood by more than 100 million natives of Pakistan and 

India. In Pakistan, many newspapers like Millat, Nawa-e-

waqt, Daily Jang and Dawn are published in Urdu and no 

method of Urdu Text Summarization has been introduced yet. 

IV. SOLUTION 

To cope with the issues of Urdu Text Summarization, a 

Rewriter model is introduced that takes the articles and their 

human generated summaries in Urdu and provides the 

abstractive summary that closely relates to the human 

generated summary. Results comparison shows that our 

model outperforms the baseline model for English text 

summarization. 

V. METHODOLOGY 

Our Rewriter Model is similar to the sequence-to-

sequence attentional model proposed in [8], as it can generate 

words from a fixed vocabulary as well as it can copy words 

from the source text at the same time to form a compact 

understandable summary. Proposed model is extension of 

sequence to sequence model in addition to Urdu word 

embedding generation for urdu dataset. Baseline model 

obtains current LSTM cell state for word prediction at 

timestep t. Our model employs concept of word dependency 

and utilize LSTM cell state preserved at time t-1 for word 

prediction. 

. In order to encode the input text in the form of words, 

Rewriter model uses a single layer of bidirectional LSTM. To 

decode the encoded words of the text into human readable 

summary single layer of unidirectional LSTM is used. The 

Urdu tokenized words are fed into the encoder one after the 

other, thus producing the encoder hidden states ℎ𝑒𝑛𝑐 . At every 

time step t, word embedding of the previous Urdu word is fed 

into the decoder to produce the decoder hidden states ℎ𝑑𝑒𝑐 .  

𝑆𝑐𝑜𝑟𝑒𝑖 = 𝑣𝑡 tanh(𝑊𝑒𝑛𝑐ℎ𝑒𝑛𝑐 +  𝑊𝑑𝑒𝑐ℎ𝑑𝑒𝑐  +  𝑜𝑓𝑓𝑠𝑒𝑡)

𝑎𝑡  =  
exp  ( 𝑆𝑐𝑜𝑟𝑒𝑖)

∑  𝑒𝑥𝑝(𝑆𝑐𝑜𝑟𝑒𝑗)𝑘
𝑗=0

 (𝑖 = 0,1,2 …  𝑗) (2) 

In the equations (1) and (2) 𝑊𝑒𝑛𝑐  , 𝑊𝑑𝑒𝑐  , 𝑣𝑡  and 𝑜𝑓𝑓𝑠𝑒𝑡 

are trainable parameters. To understand the complete 

derivation of the attention distribution 𝑎𝑡, the research paper 

of Bahdanau [11] can be consulted. 

Attention distribution helps the decoder to locate the 

words that will be used in summary, as it is the probability 

distribution over the article words. Weighted sum of 

encoder’s hidden states corresponds to context vector and it 

can be calculated by the formula given in (3). 

𝐶𝑒𝑛𝑐(𝑎𝑡) =  ∑ 𝑎𝑖
𝑡  ℎ𝑒𝑛𝑐 (𝑖)𝑖    (3) 

Two linear layers are used to produce the probability of 

vocabulary distribution by normalizing the concatenated 

hidden states of decoder   ℎ𝑑𝑒𝑐  and context vector 𝐶𝑒𝑛𝑐. 

𝑃𝑣𝑜𝑐𝑎𝑏(𝐶𝑒𝑛𝑐) =  
exp  ( 𝑊′(𝑊[ℎ𝑑𝑒𝑐,𝐶𝑒𝑛𝑐]+𝑜𝑓𝑓𝑠𝑒𝑡)+ 𝑜𝑓𝑓𝑠𝑒𝑡′)

∑  exp  ( 𝑊′(𝑊[ℎ𝑑𝑒𝑐,𝐶𝑒𝑛𝑐]+𝑜𝑓𝑓𝑠𝑒𝑡)+ 𝑜𝑓𝑓𝑠𝑒𝑡′)𝑘
𝑗=0

 (4) 

Where 𝑊′, 𝑊, 𝑜𝑓𝑓𝑠𝑒𝑡′, 𝑜𝑓𝑓𝑠𝑒𝑡 are the trainable 

parameters. 𝑃𝑣𝑜𝑐𝑎𝑏  is the probability of the decoded words. 

Generating probability can be represented by 𝑝𝑔𝑒𝑛(𝐶𝑒𝑛𝑐) and 

copying probability by 1 − 𝑝𝑔𝑒𝑛(𝐶𝑒𝑛𝑐). The range of the 

probabilities is [0,1]. Derivation Formula of the generating 

probability can be seen in the paper by Abigail See [8]. Final 

vocabulary distribution can be calculated by adding all the 

words of the vocabulary as well as the words appearing in the 

articles. 

𝑃 =  𝑝𝑔𝑒𝑛  𝑃𝑣𝑜𝑐𝑎𝑏 + (1 −  𝑝𝑔𝑒𝑛) ∑ 𝑎𝑖
𝑡

𝑖                      (5) 

From the above equation (5), it can be seen that Rewriter 

model can deal with both in vocabulary as well as out of 

vocabulary (OOV) words, whereas the previous baseline 

model was limited to the pre-set vocabulary. 

A. Loss Minimization 

The main objective of research is to minimize the 

negative log-likelihood of each decoded word on every time 

step t during training. Equation of the loss function can be 

written as: 

𝑙𝑜𝑠𝑠 =  −
1

𝑇
 ∑ log(𝑃)𝑇

𝑖=1    (6) 

Where T shows the total number of words in the generated 

summary. 

B. Coverage Mechanism 

In this Rewriter model, there was a problem of repetition 

of words in generated summary same as with all the 

sequence-to-sequence models. Therefore, we also introduce 

the coverage mechanism so that our model does not give 

attention repetitively to the same words. Coverage vector 

𝐶𝑐𝑜𝑣  is calculated by the given equation (7) at every decoder 

step t, that helps to calculate the amount of attention given to 

every word of the article. 



 

Fig. 1. System Architecture of Rewriter Model. Generating probability in the range of [0,1] is calculated for every timestep of the decoder which tells the 

probability of the words that are generated corresponding to the words that are directly copied from the article. The attention distribution and the vocabulary 

distribution are calculated and then added together to get the final distribution. 

𝐶𝑐𝑜𝑣 =  ∑ 𝑎𝑡′𝑡−1
𝑡′=0     (7) 

To understand the equation of Coverage Vector in depth, 

Abigail See’s paper can be consulted [8]. 

C. Coverage Loss Minimization 

The main objective during training is to minimize the 

coverage loss as well, so that, the attention is not given to the 

same words repeatedly. The equation is given as 

𝑙𝑜𝑠𝑠𝑐𝑜𝑣 =  
1

𝑇
 ∑ ∑ min(𝑎𝑤

𝑡 , 𝐶𝑐𝑜𝑣 (𝑤)
𝑡 )𝑊

𝑤=1
𝑇
𝑡=1  (8) 

VI. IMPLEMENTATION 

Pre-processing steps for Urdu articles and both the datasets 

of Urdu and English are explained in the next subsections.  

A. Pre-Processing Steps 

• News articles were saved in text files. 

• Tokenization was done by breaking the sentences of 

the articles into words and extra punctuation marks 

were removed. 

• Unique words were separated from the whole 

dataset to generate the vocabulary file. 

• As the summary and the article were concatenated 

and stored in a new file having @highlight tag to 

identify each summary sentence. 

• Using the tokenized text, bins files were generated 

as the model accepts the bin files. 

• Bin files were chunked to three splits; train, test and 

validation split. 

• The division was done in such a way that out of total 

articles 80% were stored in training file, 10% in 

testing and the remaining 10% in validation file.  

B. Dataset 

Most of the experiments for English text concision using 

various models have been done on the news articles of CNN 

and Daily Mail datasets. The news stories of the CNN/Daily 

Mail contain the reference summaries as well. Out of the total 

dataset, 287,226 articles are used in the training set, 11,490 

articles in the testing set and 13,368 articles in the validation 

set. 

Our dataset of Urdu contains 5,030 articles of Dawn 

News, out of which there are 2,382 articles of Dunya News 

and 2,648 articles of Pakistan News. From the total dataset, 

4026 articles are used in the training set, 502 articles in the 

testing set and remaining 502 articles in the validation set. 
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C. Training 

128-dimensional word embeddings for Urdu were used in 

all experiments. Vocabulary size was 23,919 unique Urdu 

words. Articles were truncated to 400 words during the 

training phase and summaries were limited to 100 words. 

Batch size was kept to 16 and training was done on the GPU. 

Training took 1.5 days and 50,597 iterations were done. 

Word embeddings were not pre-trained. Rather, they were 

trained from the initial stage during the training of rewriter 

model for Urdu articles summarization. Ada-grad optimizer 

was used with the accumulator’s initial value of 0.1 and 

learning rate was 0.15. Firstly, the trained model was 

obtained without coverage, then the model was converted 

into coverage model by introducing the coverage mechanism. 

Beam search was used for the testing of the model with the 

beam size of 4. Figure 2 shows the loss graph in which the 

loss keeps on decreasing as the training progresses. 

 

Fig. 2. Loss Graph showing the progress of training 

VII. RESULTS 

Recall Oriented Understudy for Gisting Evaluation 

(ROUGE) is one of a metric which is used for the evaluation 

of the computer-generated summaries with the reference 

summaries generated by the humans. It is an important 

package in Natural Language Processing (NLP). Total five 

metrics of ROUGE are available for evaluating the decoded 

summaries; ROUGE-N, ROUGE-L, ROUGE-W, ROUGE-S 

and ROUGE-SU. These evaluate the automatically 

generated summaries of various models by counting the 

total number of overlapping words, word sequences or word 

pairs with the reference summaries.  

Recall, precision and F-scores for Rouge-1, Rouge-2 and 

Rouge-L are calculated to evaluate the decoded summaries 

of our model. Rouge scores of both the models for both 

Urdu and English datasets are shown in Table 1. Rouge-1 

score of our rewriter model is 42.65 % which is higher than 

Rouge-2 and Rouge-L as it refers to 1-gram overlap; single 

word for decoded and reference summary. The comparison 

shows that our model gives 3.21% more accurate results 

than the baseline model which was used by extending it for 

Urdu word embeddings and vocabulary which can be seen 

by comparing the summaries of both models given in Table 

II. 

TABLE I.  REWRITER MODEL ROUGE SCORES 

 

 Rouge-1 Rouge-2 Rouge-L 

Baseline Model 

(Urdu dataset) 

39.44  17.66  36.37 

Proposed Rewriter 

Model 

(Urdu dataset) 

42.65 19.37 38.97 

Proposed Rewriter 

Model 

(English dataset) 

39.68  17.29  36.42 

 

TABLE II.  ARTICLE, REFERENCE AND DECODED SUMMARY OF BOTH 

ENGLISH AND URDU 

Article 1: 

ی ف سماعت س چ 
 
سٹ
ان ج  اکست  ب پ 

 
اق
 
ار پ ت 

 
ی کی ن ں سرب راہ  م می  ری  ی 3 کے کورٹ سپ 

 
چ رکن

 
ن
 
ے ب

 
سماعت کی ن  

ر دوران کے
 
کپ ری 
 
رل ڈاب

 
پ وڈ ج 

 
ے ف

 
ا کو عدالت ن اپ 

ت  لی ب کہ ن 
گرو ح

ت  وڈ ان 
 
ٹ سلے ف
 
ی ڈے ای وری ن وج 

 
کر ف

 
ج ش

 
سمی ت گن  

صد 90 ی 

 

اں ف ت 
 
ن ی کمپ 

 
  ٹ

 
روان
 
پ
 
ا ٹ ت  ی ن  ں رہ  ی  ہ ہ  ت 

 
ے عدالت دوران کے سماعت گزش

 
لی ب ر ڈن ے ن  

ں حروف ح می   

ہ ں دودھ ی  ہی 
 
ے ن

 
ھن
کم کا لک

ح
ا  ھا دپ 

 
م ت اہ 
 
ی پ

 
ی ب ر احکامات عدالن

 
ر ٹ

 
پ
 
ٹ
 
ے وان

 
ان ت  ی والی ن 

 
ن گ کمپ 

 
رپ
 
ے ب

 
کا ڈن ے ن  

ا ت 
 
ن ن

 
ٹ ش ڈب زائ ا ن  ے عدالت ج سے کت 

 
رد ن

 
ا مسپ ے عدالت کردپ 

 
ی ن

 
ر ٹ

 
پ
 
ٹ
 
ی وان

 
ن ل کے کمپ  سار سے وکت 

 
ف

 
ا است کہ کت   

ں اس ہ کہ ہ ے لکھا کہاں می  ں دودھ ی  ہی 
 
ی ب ر ج س ہ ے ن

 
ر ٹ

 
پ
 
ٹ
 
ی وان

 
ن ل کے کمپ  ا کا وکت  ھا کہت 

 
ن کہ ت لکھا ب ر ڈب زائ   

ت
 
روخ
 
دہ دودھ کی ف

 
ں ملاوٹ ش ری می 

 
ور رج سپ م کورٹ لاہ  ری  ں سپ  ہی 

 
اپ دل ن

وں کے دودھ کے مت  چ 
 
 ہ ے کہ ب

ں ھا کہ ملک می 
 
ان کا کہت  ا ت اکست  س آف پ 

 
سٹ
ی ف ج  س کٹ س کی سماعت کے دوران چ 

 

وٹ
 
ود ی
 
لاف ازخ

 
 کے ح

ں ے ملک بهر می 
 
م کورٹ ن ری  ں سماعت کے دوران سپ  ی  ر صحت ہ 

 
علی اور مض مام دودھ ج 

 
 ڈن ے کے ت

داوار کی دودھ ت  ے ن 
 
لن  
سوں کت

 
ٹ پ 
ھ ے کو ت 

 
ے لگان

 
ان کوں والے ح  ت 

 
دی ب ر ن ت  ان  د پ 

 
ی ف دی کر عاپ س چ 

 
سٹ
ان آف ج  اکست  پ   

ب
 
اق
 
ار پ ت 

 
ا کا ن ھا کہت 

 
داوار کی دودھ کہ ت ت  ے ن 

 
سوں لن ے کے ب ڑھان

 
ٹ پ 
ھ ے وک ت 

 
ے لگان

 
ان ن والے ح 

 
کش ی 
ج 

 
سے اب  

سر
 
ٹ پ 
ٹ سی ک اں ج  مارپ  ی  ل ب  ھت 

ں ت  ی  ں رہ  ی  کہ ہ  ت  ں دودھ کے ڈن ے ج  سر می 
 
ٹ پ 
ب کا ک ے سب 

 
ن
 

پ ن والا ن  لی 
ارم
 
مکل ف

کی کی   

ودگی ھی موخ   
ت

ی 
 
اٹ ی پ 

 
ں گن ی  ا کا ان ہ  ھا کہت 

 
چ ے کہ ت

 
سر ب ڑے اور ب

 
ٹ پ 
سوں زدہ ک

 
ٹ پ 
ھ ے دودھ کا ت 

 
ن پ  ب ور ب ر ن  ں مج  ی  ہوں ہ 

 
ان  

ے
 
ان کہ کہا ن اکست  ں پ  مام ےک ڈن ے می 

 
علی دودھ ت ر اور ج 

 
ں صحت مض ی  کہ ہ 

 
وپ مام کب 
 
ہ ت ت ک ڈی  ں دودھ ن  می   

ن لی 
ارم
 
مکل ف

ود کی  و ہ ے موخ  ی کہ خ 
 
ساٹ
 

ی لن ے کے صحت اٹ
 
ہاٹ
 
ت
 
اک اب

 
طرپ
 
ہوں ہ ے خ

 
ے ان

 
د ن اس کہ کہا مزپ   

ہری وں سے خوالے
 
ں ش ت می 

 
وٹ ش سح

 
س
 

ی ٹ
 
اٹ ی پ 

 
اٹ عد ہ ے ح  ے عدالت ازاں ب 

 
دہ ملاوٹ ن

 
کی دودھ ش  

ت
 
روخ
 
لاف ف

 
خ ود کن 

 
س ازخ

 

وٹ
 
د کی سکٹ   ی وں دو سماعت مزپ 

 
ب
 

ف
ے کے ہ 

 
وی لن
 
لب
م دی کر م ری  ور کورٹ سپ  لاہ   

ری
 
ں رج سپ ر می  پ 

 
رڈ غ

 
ادی رج سپ

 
الز ش علق سے ہ 

 
ود از مت

 
ی ف دوران کے سماعت کی کٹ س خ س چ 

 
سٹ
ان ج  اکست  پ   



ب
 
اق
 
ار پ ت 

 
ے ن

 
وں کی رهب ملک ن

 
ادی کو عدالب

 
الز ش کم کو ہ 

ح
اعی 
 
ت
 
ے امن

 
ن ب  ا روک سے د کے سماعت دپ   

ور دوران ٹ لاہ 
 
می
لی   
پ
  ڈو

 
یات

 
ل ھارٹ  

ر کے اے ڈی اپ
 
کپ ری 
 
رل ڈاب

 
پ ی ڈی ج  ں عدالت ج  ٹ ش می  ے ن 

 
ون ڈی ہ   

ی ل ج   
ے اے ڈی اپ

 
ا کو عدالت ن اپ 

ت  ہر کہ ن 
 
ادی 186 کے ش

 
الز ش ا کر سروے کا ہ  ا کا ان ہ ے لت  ھا کہت 

 
کہ ت  

ب ادی کسی یهب خ 
 
ال ش لاف ہ 

 
خ ی کن 

 
ے کاررواٹ

 
ں کرن ی  و ہ 

 
وں وہ ی

 
کم سے عدالب

ح
اعی 
 
ت
 
ے لے امن

 
ں آن ی  ہ   

م ب ر ج س ری  ے کورٹ سپ 
 
وں کی رهب ملک ن

 
ادی کو عدالب

 
الز ش کم کو ہ 

ح
اعی 
 
ت
 
ے امن

 
ن ب  ا روک سے د عدالت دپ   

ے
 
ی ڈی ن ل ج   

اری احکامات کو اے ڈی اپ ے ح 
 
ے کرن

 
ون مام کہ کہا ہ 

 
ادی ت

 
الز ش س کو مالکان کے ہ 

 

وٹ
 
ی  

اری ا ح  ے کت 
 
ان و اور ح  ادی خ 

 
الز ش ی ہ 

 
وٹ
 
ای
 
رف پ 
 
ں غ ی  کے ہ 

 
پ لاف ا
 
ی ح

 
مع ری ورٹ کے کر کاررواٹ

ں ج  ی 
 
سماعت کروائ  

ت ندورا کے
 
ی ادی الج 

 
ال ش ر کے ہ  ج  ن 

 

پ پ 
م

ا کا  ھا کہت 
 
ب کہ ت ں 1997 خ  ون می 

 
ای
 
ا ف ت  و ن 

 
ادی ی
 
الز ش ی ن ہلے ہ  ہ   

ن کے ئ  ی ف ب ر ج س ےهت ح  س چ 
 
سٹ
ے ج 

 
مارکس ن ل کہ دن ے رت   

ت اے ڈی اپ
 
ی ادی الج 

 
ال ش سب کو ہ   

ی ن ہلے سے
 
واٹ
 
ن
 
س کا س

 

وٹ
 
کر ی ی ف کرے مسمار دپ  س چ 

 
سٹ
ب ج 

 
اق
 
ار پ ت 

 
ے ن

 
اب ن خ 

 
ن
ب کی حکومت ب 

 
ان سے ح   

ہارات
 
ت
 
درن   کی اش

ٹ ت 
 
ان ود از ب ر پ 

 
س خ

 

وٹ
 
ا لے ی ی ف لت  س چ 

 
سٹ
ے ج 

 
اب حکومت ن خ 

 
ن
ر کی ب  ہپ 

 
ش
 

کن ے لن ے کے ٹ  

ے
 
ات گن راح 
 
ے طلب ری کارڈ کا اح

 
ے کرن

 
ون ہاری کہ کہا ہ 

 
ت
 
ں کم مہم اش کردئ       

Reference Summary: 

م ری  ور کورٹ سپ  ری لاہ 
 
ں رج سپ ی می 

 
ر ٹ

 
پ
 
ٹ
 
ت کی وان

 
روخ
 
لاف ف

 
خ ی ف دوران کے سماعت کن  س چ 

 
سٹ
آف ج   

ان اکست  ب پ 
 
اق
 
ار پ ت 

 
ا کا ن ھا کہت 

 
ان کہ ت اکست  ں پ  مام کے ڈن ے می 

 
علی دودھ ت ر اور ج 

 
ں صحت مض ی  ہ   

Decoded Summary by Baseline Model: 

م ری  ور کورٹ سپ  ری لاہ 
 
ں رج سپ دہ ملاوٹ می 

 
ت کی دودھ ش

 
روخ
 
ی ف دوران کے سماعت کی ف س چ 

 
سٹ
آف ج   

ان اکست  ا کا پ  ھا کہت 
 
ں ملک کہ ت مام کے ڈن ے می 

 
علی دودھ ت ر اور ج 

 
ی   صحت مض م دوران کے سماعت ںہ  ری  سپ   

ے کورٹ
 
ں رهب ملک ن داوار کی دودھ می  ت  ے ن 

 
لن  
سوں کت

 
ٹ پ 
ھ ے کو ت 

 
ے لگان

 
ان کوں والے ح  ت 

 
دی ب ر ن ت  ان  د پ 

 
کر عاپ  

 دی

Decoded Summary by Rewriter Model: 

ی ف ود کٹ س کی سماعت کے دوران چ 
 
لاف ازخ

 
خ ت کن 

 
روخ
 
ر کی ف
 
پ
 
ٹ
 
ی وان
 
ں ٹ ری می 

 
ور رج سپ م کورٹ لاہ  ری   سپ 

س
 
سٹ
ان آف ج  اکست  ب پ 

 
اق
 
ار پ ت 

 
ا کا ن ھا کہت 

 
ان کہ ت اکست  ں پ  مام کے ڈن ے می 

 
علی دودھ ت ر اور ج 

 
ں صحت مض ی  ہ   

Article 2: 

Feeling sleepy at your desk? Well, this docile dog could just sum up how 

you feel. Shaheen Pirouz from Denton, Texas, filmed her tiny pet canine 

being propped up and repeatedly falling forwards. Footage shows him 

being positioned on his back legs, with his eyes immediately starting to 

close. He then flops over to one side as he falls into a deep sleep. Pirouz 

is heard cooing in the background as she watches the sweet moment 

unfold. `Puppy had been awake for a few hours and couldn't help but fall 

asleep even in the funniest positions, ' the filmer later wrote online. Ready 

for bed: Shaheen Pirouz from Denton, Texas, filmed her tiny pet canine 

being propped up and repeatedly falling forwards. Good night! Footage 

shows him being positioned on his back legs, with his eyes immediately 
starting to close. 

 

Reference Summary: 

Shaheen Pirouz from Denton, Texas, filmed her tiny pet canine being 

propped up and repeatedly falling forwards. 

Decoded Summary by Rewriter Model: 

Shaheen Pirouz from Denton, Texas, filmed her tiny pet canine being 

propped up and repeatedly falling forwards. Footage shows him being 

positioned on his back legs, with his eyes immediately starting to close. 

He then flops over to one side as he falls into a deep sleep. 

 

The summaries generated by our Rewriter Model can be 

compared with human generated reference summaries as 

depicted in Table II. The “Article 1” tag shows the sample of 

Urdu article, under the “Reference Summary” is the human 

generated summary of that article, below the tag of “Decoded 

Summary by the baseline model” is the summary generated 

by the previous baseline model and “Decoded Summary by 

Rewriter Model” shows the summary generated by our newly 

proposed Rewriter Model. Under the tag of “Article 2” is the 

CNN news article along with its reference summary (human 

generated) and the decoded summary generated by the 

baseline model. The two summaries have been taken for 

comparison. The rouge scores of the two summaries have 

been shown in Table I which delineates the difference 

between the rouge scores of the two summaries. 

The content of the article that is closely associated with 

the reference summary is highlighted with the brownish green 

color. As shown in the decoded summary of the Article 1 by 

the Rewriter Model, word “ ر
 
ن
 
ٹ
 
ی وائ

 
 highlighted by pink color ”ٹ

is generated from the vocabulary as it was not present in the 

line that was used in the summary. The word “ود کٹ س
 
 ”ازخ

highlighted by blue shows that it is exactly copied from the 

source text because it is not in reference summary. Whereas, 

the summary generated by the baseline model is exactly 

copied from the source text. This illustrates that the 

summaries generated by our Rewriter model are closer to 

human generated summaries as it does not merely copy the 

text from the source article but generates the unique words 

too. This model also generates more concise and compact 

summaries as compared to the baseline model. Thus, our 

model outperforms state-of-the-art model proposed for 

English datasets when we tested them after extending for 

Urdu word embeddings. Article 2 shows that our model can 

also generate the summaries of the English news articles as 

we have also trained our system on the CNN/Daily Mail 

dataset. 

VIII. CONCLUSION 

In this paper, we proposed a Rewriter model for the 

abstractive summarization of Urdu news articles using word 

embeddings. Introduction of coverage mechanism shows that 

repetition of words and inaccuracies has been minimized. We 

experimented this model on the articles of Urdu Dawn news 

and compared the results with the previously proposed 

Baseline abstractive model. The comparison showed that our 

model outperformed the state-of-art baseline model. 

International Conference on Data Science 2019 43



ACKNOWLEDGMENT 

We would like to express our earnest tribute to the 

National ICT R&D Fund for aiding our research work. The 

authors would also like to acknowledge the organization 

(KICS) and full team (colleagues and management) for their 

support, dedication, technical sessions and knowledge 

sharing. 

REFERENCES 

[1] Goldstein, Jade, and Jaime Carbonell. "Summarization:(1) using MMR 
for diversity-based reranking and (2) evaluating 

summaries." Proceedings of a workshop on held at Baltimore, 

Maryland: October 13-15, 1998. Association for Computational 
Linguistics, 1998. 

[2] Erkan, Günes, and Dragomir R. Radev. "Lexrank: Graph-based lexical 
centrality as salience in text summarization." Journal of artificial 
intelligence research 22 (2004): 457-479. 

[3] McDonald, Ryan. "A study of global inference algorithms in multi-
document summarization." European Conference on Information 
Retrieval. Springer, Berlin, Heidelberg, 2007. 

[4] Nallapati, Ramesh, Bowen Zhou, and Mingbo Ma. "Classify or select: 

Neural architectures for extractive document summarization." arXiv 
preprint arXiv:1611.04244 (2016). 

[5] Michihiro Yasunaga, Rui Zhang, Kshitijh Meelu, Ayush Pareek, 

Krishnan Srinivasan, and Dragomir Radev. 2017. Graph-based neural 
multi-document summarization. In Proceedings of the 21st Conference 

on Computational Natural Language Learning (CoNLL 2017), pages 
452–462. 

[6] Rush, Alexander M., Sumit Chopra, and Jason Weston. "A neural 

attention model for abstractive sentence summarization." arXiv 
preprint arXiv:1509.00685 (2015). 

[7] Ramesh Nallapati, Bowen Zhou, Cicero dos Santos, Caglar Gulcehre, 

and Bing Xiang. 2016b. Abstractive text summarization using 
sequence-tosequence rnns and beyond. In Proceedings of The 20th 

SIGNLL Conference on Computational Natural Language Learning, 
pages 280–290. 

[8] See, Abigail, Peter J. Liu, and Christopher D. Manning. "Get to the 

point: Summarization with pointer-generator networks." arXiv 
preprint arXiv:1704.04368 (2017). 

[9] Aqil Burney, Badar Sami, Nadeem Mahmood, Zain Abbas, and Kashif 

Rizwan. "Urdu Text Summarizer using Sentence Weight Algorithm for 
Word Processors." 

[10] Humayoun, Muhammad, Rao Muhammad Adeel Nawab, Muhammad 

Uzair, Saba Aslam, and Omer Farzand. "Urdu Summary Corpus." 
In LREC. 2016. 

[11] Bahdanau, Dzmitry, Kyunghyun Cho, and Yoshua Bengio. "Neural 
machine translation by jointly learning to align and translate." arXiv 
preprint arXiv:1409.0473 (2014).



International Conference on Data Science 2019 45





Stock Price Forecast Using Recurrent Neural 
Network 

Shakir Ullah Noman Javed Ambreen Hanif 

Department of computer Science Department of computer Science Department of computer Science 

Namal College Namal College Namal College 

Mainwali, Pakistan Mainwali, Pakistan Mainwali, Pakistan 

 

 

 

 

 

 

  

  

  

  

 

shakir201650@gmail.com Noman.javed@namal.edu.pk Ambreen.hanif@superior.edu.pk

Ali Abdullah

Department of computer Science

Namal College

Mainwali, Pakistan

mianaliabdullah@gmail.com 

Abstract—Investors and researchers have continuously been 
trying to predict the behavior of the stock market. The accurate 
predictions can be helpful in taking timely and correct 
investment decisions. Many statistical and machine learning 
based techniques are proposed. Neural Networks are among the 
ones having the potential to model the nonlinear behavior of the 
market. Since there are many different types of neural networks 
available and a number of factors can influence the stock market, 
the choice of network and the choice of data is extremely 
important. These can have a drastic impact on the accuracy of 
the forecast. We report the findings of employing a systematic 
approach for the design of neural network and selection of 
relevant data features. Recurrent neural networks are found to 
outperform others when tested over four stocks of Pakistan Stock 
Exchange. 

Keywords—Pakistan Stock Market, Machine Learning, 
Feedforward Neural Network, Deep Neural Network, Recurrent 
Neural Network, PSX, Multi day Forecasting, stock price 

I. INTRODUCTION 

Due to its dynamic and non-linear nature, forecasting the 

stock market is extremely challenging. Yet it presents itself as 

an attractive venue for investments. To maximize the return on 

investment (ROI), investors and researchers have been 

involved in devising strategies for timely and right decision 

making. The accurate forecast of the market movement is a 

key to these investment decisions. The accuracy of the 

forecast is heavily dependent on the choice of forecasting 

model and data. There is a strong opinion that stock prices 

proceed stochastically. Random Walk Theory [1], [2] and 

Efficient Market Hypothesis [3] suggest that current price of 

the stock is a reflection of all the available information, thus 

making it unpredictable. On the other hand, a number of 

studies [4, 5, 6, 7, 8] suggest the contrary by providing the 

empirical evidence. During the last decade, there is a 

resurgence in stock market forecast, primarily because of 

increase in computational ability to deal with high volume and 

high-speed data as well as due to adaptability of the historical 

data [9, 10]. A variety of machine learning models have been 

investigated for stock market prediction. Support vector 

machine [11], evolutionary computing [12, 13], random forest 

[14], fuzzy systems [15] and artificial neural networks (ANN) 

[16, 17, 18, 19, 20, 21, 22, 23, 24, 25]. These techniques are 

not only experimented independently, but hybrid approaches 

are investigated as well. Mostly these hybrid approaches apply 

ANN in combination with evolutionary computing [26, 27, 

28] and/or fuzzy systems [29, 30] or support vector machine 

[31, 14]. 

The stock market is under influence of so many factors 

ranging from past data of a stock to the data of other stocks, 

from political situation of a country to situation of its 

economy, from macroeconomic indicators to company level 

information. Careful choice of data to forecast the future price 

of a stock has become extremely important. A number of 

approaches restrict themselves to just daily stock price data 

[11, 32, 33] while others use data from diverse sources [34, 

35]. Some approaches investigate the use of technical 

indicators [34, 36, 35] while some suggest minimizing the 

input data without sacrificing the prediction accuracy. It, 

however, has been observed that this choice of data is mostly a 

matter of personal preference. If one opts for using a huge 

amount of diverse data, feature selection and dimensionality 

reduction [26, 37, 38, 39] techniques are required to filter out 

irrelevant attributes and finding the appropriate combination 

of input features. 

Since ANN is the most widely used machine learning 

techniques in stock market prediction and yields better results 

[35, 40, 20, 9]. Our objective in this paper is to employ a 

systematic approach for finding the optimal network 

architecture and the most relevant features from input data for 

the stocks of Pakistan Stock Exchange (PSX). The secondary 

objective of the work is to study the usability of this model 

and feature set for the multi-day forecast. Rest of the article is 

organized as follow: Next two sections presents the related 

work and methodology respectively. Section IV describes the 

systematic selection of Neural network model. Section V 

describes the criteria for selecting the appropriate features. 
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Section VI presents the details of the experiments conducted 

and analysis of the results. We conclude by presenting the 

prospects in section VII. 

II. RELATED WORK 

Scientists and researchers have conducted numerous studies 

using machine learning techniques to predict the stock market. 

These studies are not limited to the forecast of stock prices. 

These studies range from the generation of trading strategies 

to the optimal portfolio building. But we are limiting this 

section for the review of stock price prediction. 

Devadoss, A. V. et.al [20], Yang, B. et.al [32], 

Moghaddam, A. H, et.al [25], S. M. A., Burney et.al [41] and 

Zia, S. N, et.al [24] used ANN with back propagation to 

predict the Bombay Stock Exchange (BSE), Shanghai Stock 

Exchange Composite index, NASDAQ and Karachi Stock 

Exchange (KSX) respectively. They found ANN as the more 

general and flexible modeling tool for forecasting. It is 

reported that ANN perform better in stock prediction as 

compared to the other techniques [35]. The paper [35] focuses 

on the profitability of ANN models. Their idea is to focus on 

profitability and directional prediction accuracy. Stock 

prediction model will be of importance when they will be 

increasing profit. Multiple input parameters have shown 

varying results on the same ANN model. Four categories are 

used for classification model, predicted time interval, input 

variables and result. ANN performed better than all the other 

benchmarked strategies. 

The studies [26] and [42] used hybrid model of ANN and 

genetic algorithm (GA) for feature discretization. Since the 

number of input features can grow quite a lot, GA is employed 

to filter out the less relevant ones, a process called 

dimensionality reduction. Debashish, D, et.al [43] used the 

hybridization of data mining and ANN techniques for the 

Pharmaceutical sector stock predictions of Dhaka Stock 

Exchange (DSE). They found that the hybridization of data 

mining and neural network technique give positive 

performance improvement of prediction and this study has 

potential to predict stock forecasts for pharmaceutical sector. 

Another common hybrid approach is the neural networks and 

fuzzy logic as reported by [44]. 

The above mentioned studies established the usability of 

neural networks for Stock Exchange price prediction with 

better accuracy. Our study focuses on evaluating different 

ANN (Feed Forward Neural Network (FFNN), Deep Neural 

Network (DNN) and Recurrent Neural Network (RNN) using 

daily prices and some of the technical indicators as feature set 

for PSX to find out which technique(s) and feature set is better 

for prediction. 

Another significant difference between our work and the 

others is the multi-day ahead forecast. Moghaddam, A. H, et.al 

[25] used multi-day forecasting to forecast the daily NASDAQ 

stock exchange rate with four and nine prior days. They used 

R-squared as the evaluative measure. [45] also reported 5 day 

and 10- day ahead stock price prediction. They employed self-

evolving  recurrent  neuro-fuzzy system optimized through 

harmony search. The results of their work for 5 days and 10 

days ahead are not significantly different from ours, although 

they did not report RMSE or other measures specifically. 

III. METHODOLOGY 

Pakistan Stock Exchange (PSX) is among the leading 

markets in recent years. No significant work has been reported 

regarding the analysis and prediction of PSX to the best of our 

knowledge. In this work, we are interested in studying the 

extent to which neural networks can be used to predict stock 

prices listed in PSX. Instead of picking any neural network, 

we applied a systematic approach for the selection of best 

model and best input feature set. Our methodology is 

presented in figure 1 and can be listed in the following steps: 

1) Empirical evaluation of neural networks using daily 

stock price data. 

2) Feature Selection: Selecting the relevant technical 

indicators 

3) Multiday stock price forecast 

A. Dataset 

As we are focusing on PSX, data of four companies listed in 

PSX from January 2004 to February 2018 is used. The data is 

imported through Quandl, a famous marketplace for financial 

and economic data. These companies remain the part of 

KSE100 index during this period of evaluation 

• Pakistan State Oil (PSO) 3401

 (19/01/2004 to 

19/02/2018) 

• Oil and Gas Development Company (OGDC) 3408 

(19/01/2004 to 19/02/2018) 

• Engro Corporation (ENGRO) 4358

 (03/01/2000 to 

19/02/2018) 

• Pakistan Petroleum limited (PPL) 3323 (16/05/2004 to 

19/02/2018) 

Each row of the data corresponds to these five features, daily 

values of opening price, lowest price of the day, the highest 

price of the day, closing price and volume of traded shares. 

B. Data Pre-processing and Distribution 

Daily stock quote data is normalized using the following 

formula before fed into the model. 

 

Where X denotes the value which should be normalized, Xn 

denotes the normalized value, Xmin is the minimum value of 

the closing price in the provided data and Xmax is its maximum 

value. 



The data is distributed in training and test period on a ratio 

of 75 to 25. The data is arranged temporally where the first 

portion is the training period while the later one is the testing 

period. 20 percent part of the training set is used as the 

validation set. 

C. Technical Indicators 

Technical indicators are the fundamental part of the 

technical analysis (short-term trading) and are mathematical 

ways to interpret the future direction and trends of stocks 

using the historical data. These indicators are mostly used by 

short-term traders in identifying trading strategies and in turn 

taking timely investment decisions. There are hundreds of 

these indicators available in literature and they are mostly 

used in combinations to form a trading strategy. The choice of 

technical indicators is thus extremely important. For this 

study, the choice of these indicators is inspired by the results 

of [12]. The details of these technical indicators are presented 

below: 

1) Simple Moving Average (SMA) is a trend indicator 

calculated as an average price over a certain period. 

2) Moving Average Convergence Divergence (MACD) is a 

trend-following momentum indicator that shows the 

relationship between two moving averages of prices. 

The MACD is calculated by subtracting the 26-day 

exponential moving average (EMA) from the 12-day 

EMA. A nine-day EMA of the MACD called the “signal 

line”, is then plotted on top of the MACD, functioning 

as a trigger for buy and sell signals. 

3) Stochastic Oscillator is a momentum indicator 

comparing the closing price of a security to the range of 

its prices over a certain period of time [46]. 

4) The Triple Exponential Average (TRIX) indicator is an 

oscillator used to identify oversold and overbought 

markets, and it can also be used as a momentum 

indicator [47]. 

5) The Average Directional Index (ADX) is an indicator 

used in technical analysis as an objective value for the 

strength of a trend. ADX is non-directional, so it 

quantifies a trend’s strength regardless of whether it is 

up or down [48]. 

 

     

Fig. 1. Overview of the proposed system. 

Phase I:   
Find most suitable techniques    

for stock forecast 
  

Feedforward 
Neural Network 

Deep Neural 
Network 

Recurrent Neural 
Network 

Evaluated on the basis of  
RMSE, MAPE and MAE 

Input: 
Daily prices (O, H, L, C, V) 

Phase II:   
Feature selection    

( ) for the techniques got from Phase I 
  

Covariance Matrix 
to eliminate ( 

useless features) 

Features: 
Daily prices (O, H, L, C, V) + 

Best Technical Indicators for stock 
forecast; SMA, MACD, ADX, TRIX 

and Stochastic Oscillator 
( From previous work ) 

Power Set  
( to get best possible 

combination) 

Phase III:   
Multiday forecast with best possible 

combination got from Phase II 
  

Input: 
Best combination 

from Phase II 

Technique: 
Best technique  

from Phase I 

Training with n day 
lagged data 

Training with n-1 
predicted values  

Evaluation criteria:  
RMSE, MAPE and MAE 

Best Model 
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D. Evaluation Criteria 

The models developed in the following sections are evaluated 

by computing the Mean Absolute Percentage Error (MAPE), 

Mean Absolute Error (MAE) and Root Mean Square 

Error (RMSE). These errors are computed using the following 

formulas respectively: 

MAPE  

MAE  

RMSE  

where a is the actual value and p is the predicted value. 

IV. EMPIRICAL EVALUATION OF NEURAL 

NETWORKS 

Instead of choosing any random network for multiday 

forecast, we rely on empirical evaluation of multiple models. 

For this purpose, we developed the following three networks 

1) Feed Forward Neural Network 

2) Recurrent Neural Network 

3) Deep Neural Networks 

To automate the process of selecting optimal parameters for a 

particular  network, we relied on hyper-parameters 

optimization capability of hyperopt library [49]. To start the 

optimization process, the library is supplied with the options 

for learning rate, the number of neurons, activation functions, 

and the loss functions. The optimized model obtained is then 

supplied with the data for training. 

A. Feedforward Neural Network 

In FFNN all layers are forward connected i.e. neurons from 

input layer are connected to hidden layer and neurons from 

hidden layer are connected to that of the output layer. There 

are no backward connections in these layers. FFNN is widely 

used in the stock prediction problems [20, 25, 50, 24, 26] The 

architecture of FFNN as generated by Hyperopt is given in 

table I. 

TABLE I 

FFNN ARCHITECTURE 
Parameters Parameter Space Output 

architecture 

Hidden Layer 
Neurons 

5, 10, 20, 40 10 

Activation 

Function 
sigmoid, relu, tanh, linear relu 

Loss Function mae, logcash, mape, mse mse 

Learning Rate 0.01, 0.001, 0.0001, 
0.0002 

0.001 

B. Deep Neural Network 

Deep Neural Network (DNN) is rapidly gaining attraction 

of machine learning community. They are producing better 

results especially in the fields of speech recognition, image 

processing and computer vision, natural language processing, 

and social network filtering etc. In deep neural network 

instead of neurons, there are networks acting as layers. The 

output of one network becomes the input of another network 

and thus forms a deep network. DNN is gaining attraction in 

financial market but the available studies [9, 51] are still very 

limited. The best architecture of DNN as prescribed by 

Hyperopt is presented in table II. 

TABLE II 

DNN ARCHITECTURE 
Parameters Input parameter Space Output 

Architecture 
Hidden Layer 1 

Neurons 
128, 256, 512, 1024 256 

Hidden Layer 2 

Neurons 
128, 256, 512, 1024 256 

Hidden Layer 3 

Neurons 
128, 256, 512, 1024 512 

Hidden Layer 4 

Neurons 
128, 256, 512, 1024 512 

Activation 

Function 
sigmoid, relu, tanh, linear relu 

Loss Function mae, logcash, mape, mse mse 
Learning Rate 0.01, 0.001, 0.0001, 

0.0002 
0.0001 

C. Recurrent Neural Network 

Recurrent Neural Network (RNN) make use of sequential 

data because each neuron can make use of its internal memory 

to preserve information about the previous data. RNN has 

loops which allow information to be passed through the 

neurons while reading in an input. In RNN there is a 

backpropagation among the layers. Even a neuron can have 

back connection to itself. RNN can be single layer or 

multilayer network. Studies show that RNN is used to predict 

Stock market [52], [28]. The best architecture of RNN as 

recommended by hyperopt is presented in table III. 

TABLE III 

RNN ARCHITECTURE 
Parameters Input parameter Space Output 

Architecture 

LSTM 1 Neu- 
rons 

128, 256, 512 256 

LSTM 2 Neu- 
rons 

128, 256, 512 128 

Activation 

Function 
sigmoid, relu, tanh, linear relu 

Loss Function mae, logcash, mape, mse mse 

Learning Rate 0.01, 0.001, 0.0001, 
0.0002 

0.0002 



D. Comparison 

All these networks are trained using the historical data of 

four stocks of PSX. Results presented in figure 2 suggest that 

RNN outperforms the other two by minimizing the evaluation 

errors. 

V. FEATURE SELECTION: SELECTING THE MOST 

RELEVANT TECHNICAL INDICATORS  

The next step is to find the optimal combination of the 

historical stock data and technical indicators for the prediction 

of the stock price. The subset of relevant features is computed 

by calculating the covariance matrix. A power set of the 

selected features is then computed. The network is trained 

using the elements of the power set as input features. Each 

network is then evaluated based on RMSE, MAPE, and MAE. 

The results of the table IV suggest the most suitable 

combination of the input features. These results indicate that 

technical indicators do not play a significant role in the price 

prediction of a stock. 

 

TABLE IV 

BEST THREE COMBINATIONS USING POWER SET 
Stock Best Three feature sets RMSE, MAPE, MAE 

OGDC 

1.Close 
2.Open, Low, Close 
3.Open, High, Low, Close 

1. 1.64,0.95,0.57 
2. 1.62,1.20,0.78 

, SMA3.1.66, 1.22,0.80 

PPL 

1. Close 
2. Open, Close 
3. Open, Close, SMA 

1. 1.27, 1.02, 0.70 2. 
1.54, 1.13, 0.78 
3. 1.66, 1.35, 0.91 

PSO 

1. Close 
2. Open, Close 
3. Open, Low, Close 

1. 2.35, 1.91, 0.53 2. 
2.65, 2.16, 0.59 
3. 2.88, 2.12, 0.58 

ENGRO 

1. Close 
2. Open, Close 
3. Open, Low, Close 

1. 0.86, 0.80, 0.29 2. 
1.08, 0.68, 0.24 
3. 1.65, 1.12, 0.39 

 

VI. MULTIDAY FORECAST OF CLOSING PRICE 

As a result of last two steps, we now have most suitable 

network architecture and most relevant feature set. To achieve 

our sub-objective of the multi-day forecast of closing price, 

two strategies are developed. 

1) Train the network with n-day lagged data 

2) Train the network using n-1 days predicted price 

The results of figure 3 indicates no significant differences 

between both these approaches. It also shows a significant 

increase in errors from the second day onwards suggesting the 

decrease in prediction performance as compared to next day 

forecast. Further investigation is required to get insights into 

this behavior and is a matter of future work proposed in next 

section. 

VII. CONCLUSIONS AND FUTURE WORK 

A step by step approach for the selection of appropriate 

neural network model and relevant input features is adopted. 

Results suggest that recurrent neural network outperforms the 

feedforward and deep neural networks. It is further observed 

that while technical indicators are important in taking timely 

investment decision, their role in predicting future stock price 

is not apparent. The results also report the limitation of these 

models for the multi-day forecast. Further experimentation is 

required to investigate this behavior. Use of other network 

models, the combination of both n-day lagged, and n-1 day 

predicted values, use of other macroeconomic indicators can 

be explored for the said purpose. We also want to evolve 

neural network architectures using evolutionary algorithms. 

The neural networks can thus be trained as auto-traders in this 

way and their performance with human traders can be 

compared. Since evolving such networks can be 

computationally expensive, exploring parallel and distributed 

approaches becomes an important prospect. 

To the best of our knowledge, this is the first study that 

explores the usability of neural networks for predicting 

Pakistan Stock Exchange stocks prices. Next day stock price 

forecast can reliably be made using the neural networks but a 

lot more is required to predict multiple days ahead stock 

movements with accuracy. 
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Abstract—Smartphones has a key role in our routine 

life. These devices are available in multiple brands with 

their built-in operating systems mainly known as 

Android and iOS. Although both platforms provide 

similar functionality mechanism and output response 

even an app has same logo and design interface for all 

stores but the difference in file system emerges a need 

to establish their own identical app store where they 

have unique representation of apps searching criterion 

privacy policy review rating system and app algorithms 

that helps an app to display in top list with respect to 

region culture and trends that vary with respect to 

location and time. This paper study consists of different 

machine learning algorithms used to predict an app 

rating on Google play store utilizing real-time dataset 

of more than 10,000 play store apps. 

These results are obtained by collection cleansing 

training and testing data to evaluate each regression 

model furthermore alter data to get desired results. 

Finally after implementation it concluded that linear 

regression fine tree algorithm provides best app rating 

prediction results. 

 

Keywords—Smart devices, mobile, app rating, prediction, 

regression algorithm, machine learning 

I. INTRODUCTION 

The number of available apps in the Google play store 

was most recently placed at 2.6 million in December 2018 

and these numbers are still growing dramatically [1]. By the 

time, to fulfil the user needs researcher has to bring new 

ideas that can solve daily routine problem via smart devices 

according to competitive market where apps counter 

growing day by day. As a result, it has been observed that to 

facilitate a particular problem we may have multiple apps 

providing same solution with difference in feature or 

functionality. Here it becomes a problem for end user to 

select a desired one from the bunch of apps. To minimize 

this issue app store manage a recommender system that 

recommend most popular app to the user [2]. This 

recommendation system works upon app ranking criteria by 

considering some parameters that includes app category, 

number of installs, rating, reviews, version compatibility 

and app Annie analytics. 

 

Study has proven that features like rating, bug report 

comment or review increases possibilities to engaged user 

community with developers. It is very useful information for 

developers to improve their product in meaningful manners 

[3]. Usually users feedback comprises on app functionality, 

feature improvement, compatibility issues or app crashes. 

These reviews have been evaluated in different ways, 

including general exploratory studies, classification [4], 

feature extraction [5], review filtering [6], and 

summarization [7]. However, it’s a little information for 

users to identify top quality app on the basis of rating and 

reviews only [8]. App ranking is not only dependent on user 

interface, reviews, downloads and rating but many other 

parameters can play a significant impact on results. It 

remains unclear that how long particular attributes can 

affects on app ranking because app stores modify their 

‘discovery algorithm’ on regular basis [9]. 

 

To keep in mind all above factors we apply all 

regression analysis techniques on dataset containing app 

category, number of reviews, downloads, size, type, android 

version and content rating as input fields to predict app 

ranking as a response field. The goal of this study to 

evaluate all machine learning algorithm that trained a model 

and helps to find out app ranking on Google play store. 

 

II. LITERETURE REVIEW 

As far as we know, there has been very little work on 

app ranking system utilizing benchmark datasets. Mostly 

app related dataset work focused on the app security, 

version control, performance and user feedbacks. There are 

several research work related to review and rating. Here we 

highlighted few of them. For example, D. E. Krutz [10] 

given a dataset that reports results obtained by a few 

analytical tools on 4,416 unique versions of 1,179 open-

source android applications. Also some analytical research 

in the domain of app review has been published, For 

instance, a dataset for mobile app retrieval includes 

1,385,607 user feedbacks consists of 43,041 apps that have 

been used to enhance accuracy mobile app retrieval [11]. 

Similarly, M. Frank works on Google play store dataset of 

188,389 instances with objective to uncover pattern request 

pattern supporting Boolean matrix factorization [12]. The 

software marketplace analysis dataset consists of 1,132,373 

reviews from 15,094 apps to detect spam or fake reviews 

[13]. 
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Other relevant research work includes, Hu and Liu [14] 

provided an extracted sentiment analysis on customer 

review for a particular product. Implementation of word 

level regression on movie reviews to predict movie first 

week revenue [15] and to correlate food menu prices [16]. 

These text-mining techniques can’t be effective to app store 

reviews, since it has Unicode supported language with very 

limited number of words as compared to web. 

Apart fom above mention datasets analysis some 

researchers give opinion based sentiment results on user 

reviews according to expressed feeling (i.e. emoji, negative 

and positive or anger and excitement emoticons) in reviews 

[17]. As per our knowledge, up till now no previous work 

has been done on any comprehensive dataset to train a 

model for prediction of mobile app rating on the basis of 

machine learning algorithm. 

III. BACKGROUND INFORMATION 

Machine Learning is a sub domain of artificial 

intelligence (AI) that provides machine an ability to learn 

from experience derived from data without being 

programmed. The goal is to allow machines to learn 

automatically [18]. It is divided into three basic categorize 

supervised, unsupervised and reinforcement learning. 

Supervised learning use to predict future event on the basis 

of previous data by training a model with both input and 

correct labelled output via classification or regression. In 

unsupervised learning machine try to find unknown pattern 

or structure in input data without having output response. It 

works on clustering mechanism that divides input data into 

their groups accordingly. These clustering techniques 

mainly used in K-Means, Gaussian methods and artificial 

neural network (ANN) algorithms for object recognition and 

market analysis. 

It is widely being used in various applications such as: 

Text classification, speech recognition, computer vision, 

image recognition, pattern matching, face detection, vehicle 

self-driving and medical treatments etc. 

 

 

 

Figure 1: Machine learning technique classification 

 

IV. THEORY 

Supervised machine learning further divided into two 

categorizes classification and regression. Classification used 

to predict future value when data is discrete while regression 

analysis used when response variable is real or continues 

value. Their algorithms includes decision tree, linear 

regression, logistic regression, support vector machines 

(SVM), naive Bayesian, k means clustering, k-nearest 

neighbour, ensemble methods, apriori algorithm, principal 

component analysis (PCA) and artificial neural networks 

(ANN). Every method has unique characteristic on which 

they trained a model where more than one algorithm may 

suitable for a particular machine. 

A. Decision Tree 

Decision tree is the simplest and useful algorithm, as it 

name describes it crates a tree of decisions. It is used in both 

classification and regression analysis. This mechanism 

consists of splitting dataset into tree structure from root to 

leaf node where it grows downward direction. Every leaf 

node condition depends upon root node it grows if leaf node 

condition becomes true. The objective this algorithm is to 

predict the future value by learning decision rules generated 

by given dataset. For classification algorithm built a decision 

tree by entropy and information gain. Entropy also known as 

Shannon entropy is denoted by H(S) for a finite set S. It 

measures homogenous data (uncertainty or randomness). 

Output value of entropy exists between 0 to 1 where 0 

represents completely homogenous data and 1 represent 

identical data that cab divided equally. 

B. Linear Regression 

Linear regression used to find a statistical relationship 

between target and dependent variables. Where predictor is 

dependent and response in an independent variable and error 

is distance from plane. The objective is to plot a line that best 

fits the data through the points. It applies on non- 

deterministic relationship where one variable can’t be 

accurately expressed into another variable. Like relationship 

between height and temperature. 

C. Logistic Regression 

Logistic regression is used to determine a binary output. 

The output has only two possible outcomes. True or False, 

Happy or Sad, Email or Spam and Positive or Negative. 

Logistic regression algorithm also uses a linear equation with 

independent variables to predict a value. The predicted value 

can be anywhere between negative infinity to positive 

infinity. To convert the output into a range of 0 No and 1 Yes 

sigmoid function implies. 

D. Support Vector Machine 

Support vector machine is supervised algorithm that used 

for both classification and regression. It is based on decision 

planes that define decision boundaries. It differentiates 

objects on the basis of their class members by plot points in 

n-dimensional space. The goal is to classify all distinct data 

points on the basis of drawn hyper plane. To are many 

possibilities to separate two classes with hyper planes 

boundaries. 



E. Naïve Bayesian 

Naïve Bayesian classification technique is a simple 

probabilistic classifier based on Bayes theorem with strong 

independent assumption between the features. In simple 

terms, a Naive Bayes classifier assumes that the presence of 

a particular feature in a class is unrelated to the presence of 

any other feature. 

 

F. K-Mean Clustering 

K-mean clustering is an unsupervised algorithm that 

makes partition of datasets into clusters to discover pattern in 

it. Cluster can be grouped on the basis of full or partially 

similar characteristics. In other words, k –mean algorithm 

defines k number of centre points to allocate every data 

instance to the nearest one. It is also known as an averaging 

of data. 

 

G. K-Nearest Neighbour 

K-nearest neighbor is a non-parametric, lazy method used 

in both classification and regression. However, it is mostly 

used in statistical estimation and pattern recognition. The 

objective is to predict the classification of new sample points 

from classes. Where different data points represent a class. 

Calculating the distance between the new sample and all 

existing sample dataset does this task. Once the k-nearest 

points are found, the most common class among these points 

will be the classification for the new sample. 

 

H. Artificial Neural Network 

Artificial neural network (ANN) are computing system 

inspired by human biological neural network. As human 

behaviour our brain learn from past experiences likewise in 

ANN each neuron receive input signal and in response of this 

signal it send another signal to the network as output result. 

ANN divided into layers pattern where first layer is input 

that received signals and the last layer is an output while 

hidden layers are function perform to get desired output 

response. 

V. METHODOLOGY 

 
To apply prediction model and analyse data these basic 

steps has been followed. 
 
1. Data collection: Find a suitable dataset that fulfil the 

requirement to apply prediction models. 
2. Pre-process data: To make data in correct format 

some filtration functions have been applied. 
3. Explore data: Fix if there is any irrelevant value, 

sparsity, null, repetition and error. 
4. Filter data: Remove extra columns that effects 

computation time and memory utilization. 
5. Distribution data: Divide data into training and 

testing module. 
6. Train data: Train the algorithm with training data 

until a correct model with minimum errors is 
obtained. 

7. Data Evaluation: Compare the model with the 
testing data  

8. Observe data: Analyse results. 

All these techniques are implemented in MATLAB 2018, 
detail of their tests and mechanism described in result and 
analysis section. 
 

A. Dataset 

Dataset used in this research work is authentic android 

platform user data. It consists of more than ten thousand 

instances collected in 2018. As it says on dataset repository 

site, it is hypothetical data available for analyst, mobile 

developer and university researchers who perform algorithm 

to estimate mobile app performance. However, in this thesis 

the dataset will be used as historical data in order to predict 

the future app ranking that will be produced by a regression 

analysis. The data from the different parameters will be put 

together in this dataset, as all the parameters are essential for 

app analysis. To create data helpful for the machine learning 

model we divided it into two parts (i) testing and (ii) training 

data. 

The total dataset consists on a matrix of 10839 rows and 

8 columns, the first column is the app name, second one is 

number of reviews, third one is size of app in megabytes, 

fourth one is number of downloads, fifth one is content 

rating, sixth one is app categories, and the seventh one is 

android version and the last one (output) is rating. In 

addition, as the values range in each column is different, 

that’s why data has been normalized in order to improve the 

efficiency on the different models. 

 

B. Machenism 

To implement machine-learning algorithms we must 

have two types of identical data testing and training. Some 

dataset repositories provide different dataset files for training 

and testing. Testing data is obtained from actual data that 

always be less than to the training data without response 

field. In this case it was a single data file. To extract training 

and testing data it has been randomly selected 8,125 

instances for training and 2,728 for testing data also removed 

the output column from testing data that is rating in this case. 

After normalization, to train the dataset all machine-
learning regression technique has been applied on training 
dataset one by one. The algorithms will be first trained with 
the training data, it is provided a series of input and the 
known output and the model will work with this data to find 
a relationship between the predictors and the results. Once 
the relation has discovered verify it. If it is inaccurate, model 
can be retrained to achieve the desired result. After a desired 
relation all algorithms are tested with the testing data. In this 
step, only input data provided to the algorithm to test if the 
model could correctly make predictions. Once the 
predictions are done, evaluate prediction function of each 
model with test data and then compare the results with real 
output data in order to see training accuracy. 

The results of every trained model will be discussed in 
details with RMSE, R-Squared, MSE, MAE, prediction 
speed, training time and training accuracy output as 
compared to real data. 

C. Development Tools 

This research work has been done on windows-based 
operating system with explicitly support of MATLAB 2018 
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software and Microsoft Excel for data manipulation. 
MATLAB design to implement all machine learning 
algorithm, MATLAB provides a series of tools and functions 
apps to analyse data. It supports both supervised and 
unsupervised machine learning methods that includes 
classification learner, regression learner and artificial neural 
network that used for prediction models [19]. 

Also, it helps to create, train, visualize, and simulate both 
shallow and deep neural networks, clustering, dimensionally 
reduction, time-series forecasting, and dynamic system 
modelling [20]. The app regression learner will be used in 
this thesis. This app allows you to predict value by training 
models. After training the model, evaluate its performance 
using mean squared error and regression analysis by 
comparing test data. 

After training the models, the algorithm can be extracted 

in MATLAB script format, so it can be tested with new data 

by some coding. While Microsoft Excel used to filter, 

cleanse, align and format correction. It can also help for 

dividing data into training and testing parts. 

VI. RESULT AND ANALYSIS 

Given dataset have these attributes. 

TABLE I.  ATTRIBUTE TABLE 

Attributes Description 

Review  Total number of review 

Size  Space allocation 

Install Number of downloads  

Type  Free or Paid 

Content rating 
 Age distribution categories: 

General Mature and Adult 

Android 

Version 

 Android operating system version 

number 

Rating  Rating from 1.0 to 5.0 

 

The evaluation results are following. 

 

TABLE II.   

Performance 

Parameter 

Regression Tree 

Linear 

Regression 

Interaction 

Linear 

Regression 

Robust 

Linear 

Regression 

Stepwise 

Linear 

Regression 

Fine 

Tree 

Medium 

Tree 

Coarse 

Tree 

RMSE 0.48 4.01 0.49 0.48 0.33 0.40 0.43 

R-Squared 0.01 -65.96 -0.01 0.01 0.52 0.31 0.21 

MSE 0.23 16.12 0.24 0.23 0.11 0.16 0.19 

MAE 0.34 3.93 0.33 0.34 0.21 0.26 0.28 

Prediction 

Speed (K-

obs/sec) 

160 100 480 280 520 440 880 

Training 

Time 

8.0051 6.54 8.97 8.56 10.28 9.17 8.87 

Average 

Test 

Accuracy % 

57.00 97.87 55.24 56.56 61.62 62.97 64.99 

  
 

 

 

 

 

 

 

TABLE III.   

. 

Performance 

Parameter 

SVM 

Linear 

SVM 

Quadratic 

SVM 

Cubic 

SVM 

Fine 

Gaussian 

SVM 

Medium 

Gaussian 

SVM 

Coarse 

Gaussian 

SVM 

RMSE 0.49 1.81 289.18 0.47 0.47 0.48 

R-Squared -0.01 -12.71 -347221 0.08 0.06 0.03 

MSE 0.24 3.30 83622 0.22 0.22 0.23 

MAE 0.33 1.64 219.44 0.30 0.31 0.32 

Prediction 

Speed (K-

obs/sec) 

11 11 360 5 5.2 4.8 

Training 

Time 

117.58 499.68 404.16 411.57 418.54 425.47 

  

TABLE IV.   

Performance 

Parameter 

Ensemble Gaussian Process Regression 

Ensemble 

Boosted 

Tree 

Ensemble 

Bagged 

Tree 

Exponential 

GPR 

Squared 

Exponential 

GPR 

Matern 

5/2 GPR 

Rational 

Quadratic 

GPR 

RMSE 0.48 0.39 0.46 0.47 0.47 0.47 

R-Squared 0.03 0.34 0.08 0.07 0.05 0.06 

MSE 0.23 0.15 0.22 0.22 0.22 0.22 

MAE 0.35 0.25 0.31 0.32 0.32 0.32 

Prediction 

Speed (K-

obs/sec) 

170 45 2.6 3.5 2.5 1.9 

Training Time 428.44 428.73 561.77 497.37 556.79 634.63 

Average Test 

Accuracy % 

83.02 63.19 58.13 58.17 58.21 58.21 

  
 

 

 

Figure 2: Fine tree value prediction graph 

 

CONCLUSION 

In this paper, Machine learning algorithms have been 

evaluates to predict app ranking on given dataset. The results 

show that, despite the wide variety of techniques and 

complex algorithms, which could be improved using a 

different dataset or adding app features in order to make 

more accurate predictions, one of the most simple 

techniques, Fine tree, have provided the best results in 

making predictions from play store historical data.  

That concluded that, it could be possible and not a hard 

task to implement tree algorithm on dataset to predict app 

ranking, in order to forecast the suitable rating against an 

app, helping to improve app positioning, manage trends in 

app store meeting the demand of the app stores optimization 

and making rating systems more accurate. 
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Abstract—Besides image enhancement and 
restoration, another area of image quality enhancement 
that has been of interest to researchers is image 
colorization. Image colorization is the process of adding 
colors to a gray scale image. Furthermore, an image may 
be composed of multiple objects, with multiple 
components. Each of these must be identified before 
colorization. In this regard, we propose a novel 
segmentation-scribble generation (SSG) colorization 
model. This model not only segments image into 
components, but also determines and places the scribbles 
automatically on each component at the best possible 
location. Using this approach, the user would only have to 
select the color for each component instead of manually 
drawing the scribbles. Once the colored scribble is placed, 
it is propagated on the whole component efficiently. SSG 
is computationally efficient and it offer user more control 
to obtain optimal colorization results. Our proposed 
method showed excellent results on a variety of gray scale 
images, and performs better than the current state of the 
art colorization using optimization method.  

  

Keywords—image colorization, scribbles, color 

propagation, image segmentation, color transfer  

I. INTRODUCTION  

With the advancement of technology, trends are 
shifted from the monochrome images to colored images. 
Today, modern photography has compact digital 
cameras with high optical zoom and color detection 
lenses due to which artists can easily adjust the color 
and tone of images and videos.  With such evolution in 
field of digital photography now every effect is merely 
a deal of few clicks. But this wasn’t the case when the 
technology was emerging.  

In 1980, we had the cameras which were merely able 
to click monochrome images. In order to add color to 
them artist would had to manually delineate the picture. 
But those were time consuming and expensive methods 
of colorization. That is why throughout the history many 
colorization techniques have been proposed to automate 
the entire process of colorizing massive black and white 
pictures and footages which were captured in older 
times. Due to commercial profits and development in 
this field the colorization techniques haves always been 

of great interest for both researcher and photo editing 
artists. It’s not very difficult to understand why 
colorization process is not cheap and of great interest. 
For instance, consider this, we have found that to 
colorize one-minute frame of a movie costs three 
thousand dollars and colorizing a complete film cost on 
average around three hundred thousand dollars due to 
manual or physical colorization. Hence, colorization 
techniques carry a lot of incentive for its followers and 
researchers.    

 The goal of our project is to automate colorization by 
using well known techniques to colorize the grayscale 
images given example images or scribbles. User 
intervention would be required for choosing the desired 
colors in the image.   

Fundamentally colorization is a technique of adding 
color to monochrome images and movie by assistance of 
computer and user. In order to understand colorization 
technique, we need to keep in view few major factors 
involved in colorizing an image that are described below 
in detail.  

The one is color of each object. During colorization, 
color of each object in an images is important to take care 
of. As same object can carry different colors depending 
upon it material and mood when picture was captured. For 
instance, tree leaves in summer have different gradient of 
green and without any extensive change in shape turn into 
yellowish brown in autumn. In our project, in order to 
meet this requirement user would have to give the color 
marks himself. Automating this process would involve the 
machine learning which is out of our project’s scope.  

Second factor is boundary of each object. We need to 
keep track of boundaries of each objects in order to 
prevent color mixing and leakages with other objects in an 
image. For instance, to correctly colorize a grayscale 
image of a person’s face we are required to identify 
boundaries between his eyes, face and hair. Today a lot of 
work has been done to achieve this task in colorization 
process. Some colorization techniques involve 
specifically segmenting the image into different identical 
region and then colorizing the image. Where as many 
technique does not practically segment the image before 

International Conference on Data Science 2019 63



colorization. Lastly propagation of color over the different 
objects of image is required to be done very carefully for 
good results.  

So far a number of techniques have been developed 
which handles above mentioned factors very well which 
includes both user assisted (automatic) and computer 
assisted (manual) techniques. The research we have 
conducted so far concludes that, colorizing a grayscale 
image can be accomplished by various methods which can 
be broadly categorized as:  

In this study we will be discussing our problem in the 
light of research we have done so far on the above 
mentioned categories of colorization. A complete 
literature review is provided below which will be giving 
overview of the research we have done so far and will be 
supporting our implemented colorization techniques. 
Results of each technique is highlighted along with their 
detailed analysis which involves pros and cons and 
physical limitation of those techniques. The major 
complexities in this field involve boundary detection, 
prevention of color mixing and leakages across different 
object and lastly proper color propagation. During our 
research we have also come across many techniques 
which although produces good results but are very time 
consuming and expensive due to above mention 
difficulties.  

II. LITERATURE REVIEW  

The process of colorizing a grey scale image can be 
largely categorized as example-based or computer assisted 
and stroke-based or user assisted.   

A. Example based Methodology  

In the example based approach, there are two input 
images, one is gray scale source image, and the other is 
the colored reference image. In it, the entire color “mood” 
of the reference image is transferred onto the source. This 
can be done pixel-by-pixel or by matching luminance and 
texture information between the images.  These 
procedures work reasonably well only when 
corresponding color regions between the two images have 
the same color or luminance values. Otherwise the results 
produced by this method are not natural. In this situation, 
swatches based approach is used that allows user to match 
areas of the two images with rectangular swatches.  

 Various algorithms have been proposed for color 
transfer. Reference [3] uses the orthogonal color space 
developed by Runderman called as lαβ that is used to 
reduce the correlation between the three color channels of 
RGB. Once the image is converted, the statistical 
computation and color corrections are applied by scaling 
and shifting the spaces of both images. In this way, the 
appearance and feel of source is transferred to reference 
image. The results of this algorithm are not up to the 
standard especially when two images, source and 
reference, of varying compositions are used.   

In another approach, both the source, and the reference 
images are converted into HSV components and then 
intensity comparison is taken over both images. The V 
component of each pixel of source image is compared to 

each pixel of target image. If a match occurs, then the H 
and S component of reference image are transferred to the 
source image [4]. This method is also known as global 
image matching. One of the limitations of this method is 
that it is very high running time.   

B. Stroke based Methodology  

In scribble-based methods the user drives the 
colorization by defining colored strokes onto the gray 
scale image. Unlike color transfer it doesn’t require two 
images for colorizing, only one input image is required on 
which the scribbles are assigned and later the colors of the 
scribbles are propagated [5-9].  

Since an image can constitute of more than one object 
and each of them may have distinct colors, so image need 
to be segmented. After the image objects are identified it 
is highly likely that user is promoted to add color patches 
called as scribble to the image based on those input color 
patches(scribbles) their color is propagated onto the entire 
object and progressively to the entire image based on 
intensity points.   

One popular technique is colorization using 
optimization [5]. This technique did not require any image 
segmentation algorithm. The algorithm colorizes gray 
scale images by simply using the color information which 
is annotated by an artist or user as scribbles over the 
image, and then annotated colors are automatically 
propagated across the image. To do this, the color is 
converted to YUV space, and then the UV channels are 
assigned to the rest of the area. This is done in a 
progressive manner. User adds the scribbles, and they are 
propagated. If any region doesn’t have the desired goal or 
there is leakage of color of one object onto the next, more 
scribbles are added on this output image. Hence in this 
algorithm the image is repeatedly scribbled and colorized.   

Another method similarly propagates the colors of the 
scribbles, but it uses an array where the boundary pixels 
of the scribbled region are saved [6].  

The algorithms follow the approach that color is to be 
spread from the scribbles outwards towards the other 
image ends. A boundary pixel of the scribble is chosen and 
the distance of its eight adjacent pixels in the window is 
calculated by absolute value of intensity difference 
between the two adjacent pixels (current pixel(s) and 
neighboring pixel(t)). The pixel with minimum distance 
will be taken further, and its window of eight is taken into 
account.   

Reference [7] proposes a method that unlike others, 
doesn’t propagate the color only on the basis of intensity 
difference but rather it also takes into account the pattern 
continuous regions. This proposed method works 
efficiently for black and white manga’s that exhibit not 
only intensity continuity but also pattern continuity. The 
places of similar pattern or intensity in the image are 
intelligently detected using the Level Set method. This 
methods obvious drawback is that it works well for manga 
images, but does not suit natural images like sceneries, 
human body with more details. Reference [8] the scribbles 
are diffused across spatiotemporally smooth regions. The 
leakage is prevented by spatiotemporal discontinuities 
Other methods of propagation involve using gray-scale 



image information such as edge and gradient [9], and 
propagation using isolines on geographical or distance 
map [10].  

Since, scribble based approach requires image 
segmentation, in the next subsection we explore some 
image segmentation algorithms.  

C. Image Segmentation  

Normally, real world images consist of some objects 
and a background. Separating different objects, and 
foreground from background is known as segmentation of 
objects in a gray scale image.  

  There are numerous methods of segmenting a gray 
scale image i.e. by using gradient, by histogram, using k-
means clustering, fuzzy c-mean, Watershed and texture 
filter, all proposed by [11]. Segmentation by Histogram is 
a technique which converts the images in histogram 
dataset i.e. finding the frequency of gray scale image and 
then applying threshold on the dataset. The algorithm 
produces accurate results for simple images (i.e. high 
contrast images) but fails on complex images (i.e. low or 
blur images). Fuzzy C-Mean performs better than all 
others in terms of time and result. Fuzzy c-mean is an AI 
based algorithm that makes clusters of image pixels by 
their intensity.   

A novel graph based segmentation approach was 
proposed by [12]. The basic approach used is to measure 
the evidence of boundary between two regions by 
comparing intensities across boundaries and by 
comparison of the intensities of neighboring pixels within 
each region. Zahn’s method, uraqulant algorithm, splitting 
and merging methodology are the basic roots on which 
this algorithm is proposed upon. The “pair wise region 
comparison predicate” is used by the algorithm proposed 
in this paper for segmenting an image.  

III. PROPOSED SOLUTION  

In light of the literature review given in the previous 
section, we propose a segmentation-scribble generation 
(SSG) colorization model. In this model, we will be using 
Gradient based image segmentation algorithm slightly 
tailored for our problem, our automatic scribble 
generation and placement algorithm, and our more 
efficient colorization using optimization algorithm.   

In it we will be following a sequential approach of first 
segmenting an image into segments by preserving the 
perceptual information of each object. These segmented 
images are them feed to the scribbling module that 
determines the various locations within each segmented 
component where the scribble must be placed. The 
location of scribbles is the function of the centroid of the 
component, and the luminance value. If the luminance 
value > 225, then another centroid value is calculated 
between this pixel and the component boundary. The 
scribble is normally the length of 10 pixels.   

Determining the position of each scribble 
automatically will ease task of user, as the user would only 
have to select the appropriate color for the generated 
scribbles instead of manually drawing the scribbles. In the 
third step, the annotated colors will be propagated across 

the image to colorize the segment. Propagation of 
scribbles is done using the method similar to the one 
proposed in [5].  Our color propagation is simply a flood 
fill method. In it, first we have changed the image into 
YUV color space and then U, and V component of the 
scribbled area is fetched and assigned to non-scribble area. 
At the end all the colorized segments are attached and 
whole image is created.   

  

IV. RESULTS AND ANALYSIS  

In this chapter we will be providing the experimental 
results. Since there is no standard data set for image 
colorization, we conducted the testing on some typical 
images used in various papers in image colorization such 
as the fruits image, and the pepper image. In total, the 
experimentation involved a small set of images and the 
colorized images were observed manually. Each output 
was tested for two things: the quality of color and leakage. 
Our proposed algorithm worked well for almost all 
images. Some results are shown and discussed next.     

A.  Comparison of original and our modified 

Colorization using Optimization algorithm  

Consider fig. 1 that has a gray scale image before and 
after applying scribbles. The result of original colorization 
using optimization is given in fig. 2. Even after drawing 
50 scribbles, the image is not properly colorized.  
Carefully observe the corners of eyes and mouth in fig. 2. 
Color leakage is very evident. In order to prevent color 
leakage and color mixing, user would be required to add 
more scribble as per the iterative working of the algorithm. 
This progressive colorization is tiresome and annoying for 
professional users.   

  

  
Fig. 1. Gary scale image before (left) , and after (right) applying the 

scribbles.    

 
Fig. 2. Colorized image using the original colorization using 

optimization method.  

     Another major drawback of this technique is color 
propagation over pattern continuous region and high 
intensity images. Images which includes pattern, hatching 
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and screening effects are difficult to colorize properly 
because the intensity difference become very high and the 
weight assigned to the neighboring pixels become very 
small as a result no color is propagated.   

As we know that this algorithm colorizes different 
pixels of image by looking at the intensity difference of 
neighboring pixels. Consider images in which the 
grayscale level is very intense and change very suddenly 
even with in objects. In such scenario where the intensity 
is changing diversely the color of scribbles are also not 
propagated properly across that region and in some 
situations they are not propagated at all because the 
intensity difference is observed so high, because of which 
that region is not consider part of that scribble.    

In order to overcome this problem, we tried tweaking 

around the underlined approach of algorithm and we get 
to learn that if we increase scribbled area a little farther 
then original places of scribbles we can actually overcome 
this problem.  The improved result using this approach is 
shown in fig. 3 and fig. 4. Fig. 3 shows the gray scale 
image before and after applying scribbles. The results of 
the original (left) and our modified (right) version of the 
colorization using optimization algorithm are given in fig. 
4.   

Fig. 3.  Gray scale image of fruits, before (left), and after 

(right) applying the scribbles.    

In fig. 4, in case of the original algorithm, few of 

yellow, red and purple scribbles are not propagated at all 

and other are propagated but very less amount of original 

color is actually assigned to neighboring pixels.  Our 

proposed tweaking actually works because high-intensity 

difference areas are now explicitly considered. But once 

the scribbled area is increased for high intensity images it 

would become difficult to proper colorize the light 

intensity images.      

  

 

Fig. 4.  Results of colorization using optimization (left) and of our 

proposed tweaking (right).    

 

B. Image Segmentation  

The image segmentation results by gradient based 

segmentation algorithms are presented in fig. 5 and fig. 6. 

The boundaries are identified based upon the intensity 

difference. This image segmentation works only on 

certain type of images. In our approach, we have catered 

most simple images which do not contain hatches, 

repeated intensity patterns and screening effects.  

  

Fig. 5.  Results of image segmentation method    

  
 

 

Fig. 6.  Results of image segmentation method    

C. Colorization using SSG  

Finally, we present the results of our SSG model after 
plugging-in the modified color propagation, and the image 
segmentation algorithm given in previous sections. 
Consider  

 

  

After segmentation, the different components of the 

image are shown in fig. 8.   

 
 

  

Fig. 8.  Various components of the input image.    

The scribble generator places the selected color 
scribbles within each component automatically as shown 
in fig. 9.  
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Fig. 9. Scribbles placed automatically by the scibble generation module.  

  

Propagation of color on each segment is done and after 
that they are combined to form one complete image – 
which is shown in fig. 10.  

 
Fig. 10. Resulting colorized image.  

  

The experimental results and analysis implemented 
algorithm are illustrated above. After all the research that 
we have conducted on colorization algorithm, we can 
conclude that each algorithm has it wonders as well as 
drawbacks. In order to improve results we have observed 
that underlying approaches used for implementation of 
colorization are required to be modified. Time 
consumption is one the greatest issue in colorization 
algorithms. But we can easily change lesson the running 
time of algorithms by using such platform and languages 
which execute the given task very efficiently, little tweaks 
while implementation also do the job.  

  

V. CONCLUSION  

Trends have shifting with the advent of technology. 
Few years back cameras were merely able to click 
monochrome images. In order to add color to them artist 
used to manually delineate the picture, it was not only time 
consuming but rather expensive too. Many colorization 
techniques have been proposed to automate the entire 
process of colorizing massive black and white pictures and 
footages which were captured in older times.    

In stroke based methodologies we came across many 
algorithms that can serve the purpose few were dependent 
on the core image segmentation few were handling the 
boundaries by merely calculation of intensities. We 
implemented and catered various methods in this domain 
also. Based upon the literature review we worked on the 
underlying methodologies of Optimization, Chrominance 
blending, Image Segmentation and automated scribble 
generation. An image may have multiple objects inside it, 
each of them should be identified as separate distinct 
object by preserving the perceptual information. So our 
first major task was to search for such an algorithm / 
methodology that can help us in detection of distinct 
objects. After that our next target was to make the location 
of scribble automated by our algorithm that can facilitate 
the user as he would have to now select only the color 

instead of manually scribbling the image. Meanwhile, we 
are also researching how to spread an annotated color on 
the entire image.  We started from exploring the 
algorithmic details of each of them followed by their 
implementation.  

We came up with idea that why do we take the best of 
all the algorithms and come with a hybrid approach that is 
neither entirely user-assisted nor entirely computer-
assisted.   

In it, we will be following a sequential approach of first 
segmenting an image into segments by preserving the 
perceptual information of each object by using image 
Segmentation algorithm. Followed by automated scribble 
generation and propagating the annotated colors across the 
image.   

We will be empowering the user to select his images, 
scribble it from the color panel and colorize it by any 
algorithm of his choice. Or he can leave it to application 
to let it choose the algorithm that will facilitate him for 
scribble positions and now the user task would be mere 
color selection else will be handled by our application. He 
would be able to see his previous images and can improve 
them at any time he wishes too because of progressive 
colorization feature of the application.     

We did a rigorous testing of the SSG model, and it 
produced excellent results as compared to colorization 
using optimization method.   
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Abstract — Classifying text in Urdu is very challenging 

task, especially when we have multiple classes to 

implement in multiple machine learning algorithms. In 

this paper, we are actively scraping Urdu news heading 

from news agencies including BBC Urdu and Urdupoint. 

Our corpus contains 141289 new words of eight categories 

with Armed forces, International, Entertainment, 

Education, Accident, Local, Sports, and Weather. The 

machine learning algorithms were not able to work 

directly on the data, so we applied the preprocessing 

techniques like stop words removal and a feature vector. 

Our model classify text into multiple category and after 

comparing different machine learning algorithms, Ridge 

Classifier is the best predictor and we achieved up to 87% 

accuracy.  

 

Keywords — Urdu; Text Classification; Tf-Idf; Linear SVC; Ridge 

Classifier; Random Forest; Multinomial NB; SGD; 

 

I. INTRODUCTION  

Nowadays data on Internet is available in all type of spoken 
languages which is easy to understand, and people can grab 
data accordingly. Urdu language is considered as national 
language in Pakistan and most spoken language when we focus 
on Indo-Pak regions. More than 100 million people speak Urdu 
widely throughout world. There is a lot of work still required in 
the Urdu language specially in the area of classifying text into 
different categories which is one of the most common and 
useful techniques used to solve problem like spam filtering 
which predicts data as spam or not. Another area in which this 
technique is mostly used is sentiment analysis where we can 
identify class especially negative and positive using dataset. 
Text classification is helpful in article tagging where we want 
to assign category tag to the articles. 

We propose a model on Urdu News text classification 
which gives best result on our own created dataset by applying 
different machine learning algorithms and identify which 
algorithm is best to predict our dataset. Here we use eight pre-
defined classes which are Army, International, Entertainment, 
Education, Accident, Local, Sports, and Weather news as an 

input into ten different machine learning techniques. Our 
method contains five primary processes: stop words removal, 
stemming, feature vector, applying the machine learning 
algorithms and assign the class to the sentence.  

This paper is divided into multiple sections, Section II 
contains literature review which describe few of pervious 
work has been done on Text Classification. Section III 
describes methodology that has complete process starting from 
how to collect corpus using web crawler, then applying stop 
words and Tf-Idf feature vector to filter our data. Section IV 
describes results that predicts our class on any given sentence 
and last section V contains conclusion. After preprocessing we 
applied different machine learning algorithms like Linear 
SVC, Multinomial Naïve Bayes, Logistic Regression, Ridge 
Classifier, Passive Aggressive Classifier, Perceptron, K-
Neighbors Classifier, SGD Classifier and Random Forest 
Classifier to train our corpus. Section IV explains results and 
the last section concludes the summary of work. 

II. RELATED WORKS 

 
M. Ikonomakis et al. [1] is a text classification technique 

and compare different machine learning algorithms for training 
model and describe pre-processing step of data. 

Muhammad Bilal et al. [2] use three classification models 
are used for text classification using Waikato Environment for 
Knowledge Analysis (WEKA). Opinions written in Roman-
Urdu and English are extracted from a blog. These extracted 
opinions are documented in text files to prepare a training 
dataset containing 150 positive and 150 negative opinions, as 
labeled examples. Testing data set is supplied to three different 
models and the results in each case are analyzed. The results 
show that Naive Bayesian outperformed Decision Tree and 
KNN in terms of more accuracy, precision, recall and F-
measure. 

Mehreen Alam et al. [3] address this problem and transform 
Roman-Urdu to Urdu transliteration into sequence to sequence 
learning problem. Roman-Urdu to Urdu corpora was created 
and passed it to neural machine translation model that predicted 
sentences up to length 10 while achieving BLEU score of 48.6 
on the test set.  
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Neelam Mukhtar et al. [4] resource focus poor languages 
such as Urdu are mostly ignored by the research community. 
After acquiring data from various blogs of about 14 different 
genres, the data is being annotated with the help of human 
annotators. Three main well-known machine learning 
algorithm Support Vector Machine, Decision tree and k-
Nearest Neighbor (k-NN) are tested for comparison which 
concluded that k-NN is performing better than Support Vector 
Machine and Decision tree in terms of accuracy, precision, 
recall and f-measure.  

Muhammad Usman et al. [5] use five well-known 
classification techniques on Urdu language corpus and 
assigned a class to the documents using majority voting. The 
corpus contains 21769 news documents of seven categories 
(Business, Entertainment, Culture, Health, Sports, and Weird). 
After preprocessing 93400 features are extracted from the data 
to apply machine learning algorithms up to 94% precision and 
recall using majority voting. 

III. METHODOLOGY 

Our methodology contains a step-wise procedure. We 
started from the Urdu language corpus collection and then used 
some preprocessing techniques for features selection to apply 
actual classification algorithms. The flow chart in Fig-1 
summarizes the process which we followed for our technique. 

 

 
 

Fig-1 summarizes the process 

 

 

 

A. Corpus Collection  

Extensive training data plays a vital role in the development 
of a model that uses supervised learning algorithm. For this 
purpose, we write multiple crawlers to collect data from 
different news websites, e.g., bbcurdu.com, and urdupoint.com.  
In total, we collected 141289 words. Data is collected category-
wise in the text files, and categories are as follow: Army,  

 

International, Entertainment, Education, Accident, Local, 

Sports, and Weather.  

 
[(' 7افواج',  ), 

 (' 3بین الاقوامی',  ), 

 (' 5علیم', ت ), 

 (' 2تفریح',  ), 

 (' 6حادثات',  ), 

 (' 0قومی',  ), 

 (' 4موسم',  ), 

 (' 1کھیل',  )] 

 

B. Stop Words Removal 

The words which are either not useful for the proposed 
classification models or used as prepositions are included in the 
stop words list. In our case, we maintained a list of stop words 
(total 265 major) to omit from our text to extract meaningful 
data for the classifiers.  

sw= […..," ی", "آئے", "آتا", "آتںی", "آئیآ", "آئ "] 

 
C. Feature Selection 

Feature selection is an important part of building machine 
learning models. We use the chi square test of independence to 
identify the important features. 

 
 

D. Term Frequency- Inverse Document Frequency. 

Specifically, for each term in our dataset, we calculate a 
measure called Term Frequency, Inverse Document Frequency, 
abbreviated to tf-idf. 

 



 
Fig-2 TF-IDF Feature Vector 

IV. RESULTS 

After all preprocessing techniques, we fed our dataset to 
machine learning algorithm. We divided our dataset into 
training 80% and testing 20%. 

Random Forest Classifier, Linear SVC, Multinomial NB, 
Logistic Regression, Ridge Classifier, Perceptron, K-Neighbors 
Classifier, SGD Classifier, Nearest Centroid are used to train 
our data. For all above machine learning models, the 
comparisons have been given by Model Name, Algorithm 
accuracy, mean predicted values and confusion matrix. 

 
Fig-3 Basic Model Comparison 

 
Fig-4 Algorithm Accuracy 

 
Fig-5 Mean Predicted Values 

 
Fig-6 Confusion Matrix 

 
The following are some test samples and corresponding 

predicton by our model. 
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V. CONCLUSION 

In this paper we created our own dataset on Urdu news 
heading by capturing data from different sites. After collecting 
our dataset, we passed it on preprocessing techniques to filter 
our data.  

Then finally we applied different machine learning 
algorithm to train our Urdu dataset. We found Ridge Classifier 
is best algorithm for text classification that gives almost 86% 
accuracy to predict our class.  
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Abstract — Breast Cancer is the commonest cancer among 

female and the foremost cause of death among women. It is a 

global issue now and requires public awareness and 

advancement in detection with modern technology to face the 

challenges of epidemic disease. Deep Dense Neural Network 

and optimization techniques are used in this study in order to 

diagnose the occurrence of breast cancer in patients. 

We worked on Breast Cancer Wisconsin (Diagnostic) Data 

Set features of Fine Needle Aspiration Cytology for breast 

mass to train our Neural Network model. It has 569 number of 

patients with Benign and Malignant diagnosis of breast cancer. 

In Neural Network, we split our data into training and testing. 

First, we trained our model by using training data, then we 

applied this model to predict on test data. Our model provides 

efficient results on testing data. For this purpose, we 

distributed our dataset into 75/25 i.e. 75% (426) records for the 

training and 25% (143) records for testing of our Neural 

Network. 

Our model achieved state-of-the-art accuracy, 97.22%, 

after applying Activation Function as Rectified linear unit 

(ReLU) and regularization as dropouts on Deep Neural 

Network dense layers. As we had two categories of diagnosis so 

for this purpose, we utilized sigmoid Binary Activation 

Function on last Output layer to Classify our Breast Cancer 

data. 

Keywords— Deep Dense Neural Network, Breast Cancer 

Detection, Wisconsin Dataset, keras Api, Activation Function 

(ReLU and Sigmoid), Regularization strategy (Dropout). 

I. INTRODUCTION 

Breast cancer is the most common cancer in women 
worldwide. Nearly two million new cases are diagnosed 
every year that means it is the second most common cancer 
overall. In Pakistan, the most frequently diagnosed cancer 
among females is also breast cancer, accounting for nearly 
one in nine female patients. Its incidence in Pakistan is 2.5 
times higher than that in neighboring countries like Iran and 
India. The risk factors associated with breast cancer are 
gender, age, family history, early menarche, late menopause, 
post-menopausal hormonal therapy, late pregnancy, 
nulliparity, alcohol consumption, physical inactivity, obesity; 
however, breast feeding is a protective against breast cancer. 

When detected in its early stages, there is 90-95% chance 
that the cancer can be treated effectively, but the late 
detection of advanced-stage tumors makes the treatment 
more difficult. Currently, the most used techniques to detect 
breast cancer in early stages are: mammography (63% to 
97% sensitivity), FNAC (Fine Needle Aspiration cytology) 

with visual interpretation (65% to 98% sensitivity) and 
surgical biopsy (almost 100% sensitivity). 

Therefore, mammography and FNAC with visual 
interpretation correctness diverges broadly, and the surgical 
biopsy, even though reliable, is invasive and costly. 

Fine needle aspiration cytology (FNAC) of breast lump is 
an accepted and established method to determine the nature 
of the lump and it may play an important role when it is 
difficult to determine the nature of breast lump by clinical 
examination. It has been shown that FNAC can reduce the 
number of open breast biopsies. They are helpful in finding 
of common causes of breast lumps. 

The aim of this study is to utilize the most amazing 
developing technology of Deep Neural Network on the 
findings of Fine Needle Aspiration cytology (FNAC) and to 
provide low cost computational technology to the health 
professionals, as it helps in early, efficient and timely 
diagnosis of breast cancer besides that it will also ease 
patients who are in great dilemma not only due to disease but 
also due to expensive assessments. 

Deep Neural Networks is a subset of machine learning in 
artificial intelligence that got ability to learn unsupervised or 
unstructured data. Deep Neural Networks, which mimic 
human brain, emerges as a new world on the horizon of 
information technology in recent years, and they have 
demonstrated their ability to learn from image, audio and text 
data. They perform extremely well and amazing. They are 
Feed Forward Network with input layer and multiple hidden 
layers and output layer, so we utilize FNAC data to classify 
Breast cancer cases using Deep Neural Network techniques 
and designed a model that achieved high level of accuracy 
with a low rate of false negatives. 

II. RELATED WORK 

In the recent past years, several studies were published on 
the diagnosis of Breast Cancer by utilizing the technology of 
Neural Network and machine learning. 

Street WN et al [1] was the first study on the data set of 
Wisconsin FNA to diagnose breast cancer published by the 
dataset authors. They utilized image processing techniques 
with linear programming classifiers as Multi surface method 
(MSM) tree and estimated the performance of unseen cases 
using ten-fold cross-validation. 

Arpita Joshi et al [3] focused on Neural Network and 
Deep Neural Network to classify breast cancer. They also 
used Wisconsin Diagnostic Breast Cancer dataset and for 
missing data values, they used interpolation technique mean 
imputation and also utilized Principal Component Analysis 
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Table 1 UCI Dataset Information 

Dataset Attributes Instances Classes 

Breast Cancer 
Diagnostic 

32 569 2 
 
 
 
 
 

 

0 S42302 M 1799 10.38 122.80 1001.00.11840 0.27760

 0.30010.14710 

1 842517 M 20 57 17.77 132.90 1326.00.08474 0.07864

 0.08690.07017 

2 84300903 M 19.69 21.25 130.00 1203.0 0.10960 0.15990 0.1974 0.12790 

3 84348301M 11 42 20.38 77.58 386.10.14250 0.28390

 0.24140.10520 

4 84358402 M 20 29 14.34 135.10 1297.00.10030 0.13280

 0.19800.10430 

(PCA) for feature extraction and Linear Discriminant 
Analysis (LDA) for data compression. 

Zejmo M et al [4] is based on deep learning approach to 
classify breast cancer using Convolution Neural Network 
(CNN) of two types GoogLeNet and AlexNet. They used 
images data of 50 patients, and applied Support Vector 
Machine (SVM) and tuned Neural Network using gradient 
descent. 

Levy D et al [5] worked on Convolutional Neural 
Network (CNN) to classify pre-segmented breast masses in 
mammograms as benign or malignant. They used Digital 
Database for Screening Mammography (DDSM), a 
collaboratively maintained public dataset at the University of 
South Florida. It comprised approximately 2500 images. 
They applied transfer learning and data augmentation as 
rotation, cropping and mirroring to increase data 
effectiveness. 

Karabatak M et al [6] utilized Association rules for 
reducing the dimension of breast cancer data set and Neural 
Network to classify cases. They also used Wisconsin Breast 
Cancer Dataset. They applied Apiori algorithm for 
dimension reduction. In order to evaluate the system 
performance, they used 3-fold cross validation method. 

Garud H et al [7] presented a deep convolutional neural 
network (CNN) classification technique for the diagnosis of 
the Fine Needle Aspiration Cytology cell samples using their 
microscopic high-magnification multi-views. They tested 
their model on GoogLeNet architecture of CNN. 

Liu K et al [8] proposed a model which had first layer as 
fully connected layer then have CNN means (FCLF-CNN). 
They also used WDbC and WBCD datasets for breast cancer 
and obtained the results by a fivefold cross validation. 

Na Wu et al [9] utilized deep convolutional neural 
network to classify breast density. They worked on big 
dataset of over 200,000 breast cancer cases. 

III. Dataset information 

We used Breast Cancer Wisconsin (Diagnostic) Data Set 
for this study, which is publicly available at UCI Machine 
Learning Repository, created by Dr. William H. Wolberg, 
(General Surgery Dept. University of Wisconsin, Clinical 
Sciences Centre), W. Nick Street, (Computer Science Dept., 
University of Wisconsin, 1210 West Dayton St., Madison, 
WI 53706), Olvi L. Mangasarian, (Computer Sciences Dept. 
University of Wisconsin, 1210 West Dayton St., Madison, 
WI 53706). 

Features are calculated from a digitized image of a Fine 
Needle Aspirate Cytology (FNAC) of a Breast mass. They 
showed features of the cell nuclei found in the image. 

A. Attribute Information 

It has 32 attributes of information with first column as ID 
of Patient, second column as diagnosis (M = Malignant, B = 
Benign), and other rest ten real-valued features are computed 
for each cell nucleus are: 

a) radius (mean of distances from centre to points on the 
perimeter) 
b) texture (standard deviation of gray-scale values) 

c) perimeter 
d) area 

e) smoothness (local variation in radius lengths) 
f) compactness (perimeterA2 / area - 1.0) 
g) concavity (severity of concave portions of the contour) 

h) concave points (number of concave portions of the 
contour) 
i) symmetry 
j) fractal dimension ("coastline approximation" - 1) 

 

We exclude two attributes as first attribute is ID of 
Patient and second attribute is diagnosis information and 
provide remaining attributes to our Deep Neural Network 
model. We have some cases with 0 values but we ignore 
them as they are the cases of Benign Cancer and we are 
focused towards Malignant cases. We convert our attribute 
number 2 which contains diagnosis information 
(M=Malignant and B=Benign) to one hot encoding with 
1=Malignant and 0=Benign. It has 357 cases of Benign and 
212 cases of malignant cancer. 

IV. NEURAL NETWORK METHODOLOGY 

For the Generation of Neural Network and to provide fast 
and accurate diagnosis on test data, we used high level 
Neural Network open source API keras which was developed 
in python and run on top of Theano, TensorFlow and CNTK. 
It was developed with a focus on enabling fast 
experimentation, being able to go from idea to result with the 
least possible. 

A. Google Collaboratory 

We also used free cloud service as Google Collaboratory 
to run our code, which is a jupypter note book environment 
that needs no setup to start. One can develop deep learning 
applications using popular libraries such as Keras, 
TensorFlow, PyTorch, OpenCV, numpy, pandas, and 
sklearn. Code files are stored in google drive and can easily 
be shared to other researchers. 

B. GPU Computation 

The process of training Deep Neural Network is 
computationally expensive due to huge amount of 
calculations on arrays of data and weights. CPU is designed 
for general computing having single-threaded performance 
with not more than 72 cores available right now, but GPU 
have 1000’s of cores with parallel computing for expensive 
operations. 

Computational speed is extremely important because 
training of Deep Neural Networks can range from days to 
weeks. In fact, many of the successes of Deep Learning may 



Table 4 Confusion Matrix for Breast Cancer Diagnosis 

Number of 
Patients in 
Test data 

with Benign 
and 

Malignant 
Cancer=14
3 

Actual (No) (Yes) 

(No) True Negative=88 False Positive=1 

(No) False Negative=3 True Positive=51 

 

have not been discovered if it were not for the availability of 
GPUs. 

C. Deep Dense Neural Network 

Our model depends on Deep Dense Neural Network 
layer (linear operation) architecture. Deep Dense Neural 
Network (DNN) is an Artificial Neural Network (ANN) with 
multiple hidden layers between input and output layer. 
Basically DNNs are Feed Forward networks in which data 
flows from the input layer to the output layer without looping 
back. 

Dense layers are fully connected layers so all the neurons 
in the preceding layer are fully connected with the neurons in 
the succeeding layer and so on. 

D. Distribution of Dataset for training and testing 

We distributed our dataset into 75/25 i.e. 75% (426) 
records for the training and 25% (143) records for testing of 
our Neural Network. 

During the training phase, we first created sequential 
model which is a linear stack of layers and provided us 
facility to take input from single source. It requires list of 
layer instances to constructor. Our First Neural Network 
layer which is input plus first hidden layer consists of input 
array of 30 dimensions, with 64 array of outer dimensions 
and we applied ReLU R(z)=max(0,z) as an Activation 
Function on this layer, which is the most used Activation 
Function right now, ReLU converts values less than zero to 
zero and other than zero to one. Therefore, its range is zero 
to infinity. 

E. Regularization technique Dropout 

After that we applied Regularization technique of 
Dropout to help reduce over fitting and reduction in our 
training error of Neural Network, it did some addition in loss 
function and not learn interdependent set of features weights. 

Dropout reduces inter-reliant learning in Neural Network 
neurons. It actually makes our model features robust that 

requires in functioning with other neurons random subsets. 

F. Second Hidden Layer and Output Layer 

Then we added our Second hidden layer with input from 
preceding hidden layer and consisted of array of 64 outer 
dimensions and again we applied ReLU as an Activation 
Function, and like preceding working, we again applied 
Dropout. Our last layer with an output dimension of single 
array had binary classification function Sigmoid applied to it. 
Sigmoid which has values between 0 and 1and is used to 
predict the probability of our Deep Dense Neural Network 
model. 

After this step, we compiled our model and used Adam 
as an Optimization function, which is fast and efficient than 
classical Stochastic Gradient Descent. Adam is the 
combination of two Optimization functions Adaptive 
Gradient Algorithm (AdaGrad) and Root Mean Square 

Propagation (RMSProp). Finally we used logarithmic loss 
function for binary classification (binary_crossentropy) to 
calculate loss of our model. 

After creating model, we executed our Code. In this 
phase our model performed iterations on our training dataset, 
with batch size and epochs parameters, at the start of training 
phase our model has bad accuracy but Neural Networks can 
achieve good accuracy after adjusting weights on successive 
iterations and minimize loss, at the end of training loop our 
Neural network can achieve good efficiency on the cost of 
decreasing loss. 

G. Testing Phase 

The last phase of our network is the testing phase. In this 
phase we first performed evaluation on our testing data set 
based on the model we designed in the training phase. It 
provided us the loss value and accuracy value of our model 
in test mode. Our model achieved 0.1% loss and 97.22% 
accuracy. 

Then we applied prediction on testing data set. We 
executed in batch with a rule that greater than 90% 
prediction value belongs to malignant cases and less than 
90% prediction value belongs to benign cases. 

V. COMPARISION WITH OTHER ACTIVATION 

FUNCTION 

In this study, we also evaluated our model performance 
with other Neural Network Activation Function like Leaky 
ReLU which is used to fix the dying ReLU problem, ReLU 
can “die” if a large sufficient gradient changes the weights so 
that our neuron never activates on new data. Instead of the 
function being zero when x < 0, a Leaky ReLU will instead 
have a small negative slope (of 0.1, 0.01 or so on). Some 
studies report good results with this form of activation 
function, but the results are not always consistent. 

We use leaky ReLU with the slope of (0.1), with no 
changes in other model parameters and found 97.20% 
accuracy, which is also good but (0.02%) less accurate than 
our model with ReLU as an activation function. 

 

Fig. 1 Graph showing results of Activation Function 
 

VI. MODEL EVALUATION 

Here we are using Confusion Matrix to evaluate the 
performance of our binary classification model on the testing 
dataset. It gives Visual Representation of our model 
accuracy. It shows the relationships between Actual and 
Predicted classes. 
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Table 4 Confusion Matrix for Breast Cancer Diagnosis 

Number of 
Patients in 
Test data 

with Benign 
and 

Malignant 
Cancer=14
3 

Actual (No) (Yes) 

(No) True 
Negative=88 

False 
Positive=1 

(No) False 
Negative=3 

True 
Positive=51 

 

Our model accurately classifies 51 Malignant and 88 
Benign Cases from testing data in which 4 Cases were 
predicted wrongly. 

VII. CONCLUSION 

Deep Neural Network with dropouts is New and Cost-
Effective technique with potential diagnostic value. We 
achieved 97.22 % accuracy on Breast Cancer Wisconsin 
(Diagnostic) Data Set features for Fine Needle Aspirate 
Cytology (FNAC) of a breast mass. For future work foresee 
more public data sets would be available in the field of 
medicine in order to perform experiments for such deadly 
diseases and will provide comfort, care and health to 
humanity in a cost-effective manner. 

We also observed the absence of such computationally 
intelligent, efficient and robust system in the field of 
Medicine. At present there are no such software working in 
the hospitals which can perform computation on Neural 
Networks. 

Limitations of study: Unavailability of public data sets to 
perform experiments. 
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Abstract - Transfusion of blood established a standard 

way of treating patients, who are lacking in one or more 

blood constituents and is therefore a necessary part of 

health care. There is an increase in demand for blood. 

This can be caused by many reasons like severe 

accidents, increased medical surgeries etc. Efficient 

blood transfusion can cater to this increased demand. 

For increasing future blood donation, medical 

professionals require necessary details which can be 

provided by blood donor prediction. This study aims  to 

suggest the provider, efficient prediction and motivates 

the suitable blood donors. 

The focus of the paper is on the analysis of different 

classification algorithm for the prediction of finest blood 

donor (SVM, Cross Validation, Decision tree, K-nearest 

neighbor, Correlation and Regression, Principle 

component analysis, Gaussian Naive Bayes classifier of 

machine learning is used in blood transfusion dataset. 

The suggested methodology will result in higher 

accuracy and efficiency in selection process when 

compared with the present one. 

Keywords: Binary classification, K-fold cross validation, 

SVM, blood donation 

I. INTRODUCTION 

The necessity for blood is gradually increasing day 
by day as the  population is increasing. As we know,  
American red alert blood endowment is no longer 
serviceable after 42 days approximately. Blood 
donation is moral action which involves transfusion of 
blood to other people who is in dire need of it.  

Many blood banks are available, they maintain 
details of blood collection, issued details etc. They 
maintain hundreds or thousands of blood donor record. 
Many applications are available to  maintain the record 
of patient and donor, for this purpose many blood 
typing device are designed. They identify blood type 
before any blood transfusion in order to avoid 

                                                           
 

inconsistencies that could be a prime factor of patient’s 
death. The main objective of this research is to present 
a inclusive methodology to discover the knowledge for 
selecting targets for direct promoting from database. 
This paper focuses on analyzing the efficiency of 
different classification algorithm using blood 
transfusion dataset. 

The present study provides efficient prediction and 
motivates the suitable blood donors. Basically, we 
derive out that a person has donated blood at  specific 
time in the past or not. This revision expands RFM 
model by including four parameters e.g. RFMT. Using 
binary classification since a binary variable 
representing with the help of dataset if a person  
donated blood  (1 stand for donating blood; 0 stands for 
not donating blood).This methodology gives more 
effective and accurate results than the existing ones. 

In this experiment it will be shown that how python 
is used when there are problems in classification. By 
using several machine learning classification 
algorithm, it will be determined, which one gives the 
best results in the prediction, and which one doesn’t. 
Most of the classification task frequently found in 
routine life. A classification is a process that works on 
predefined groups or classes based on a number of 
observed attributes associated to those entities. While 
there are some more traditional tools for classification, 
such as certain K-fold cross validation, statistical 
procedures have shown to be an effective solution for 
this type of benefits to use python- they are data driven, 
they can approximate any function - linear as well as 
non- linear (which is quite important in this case 
because groups often cannot be divided by linear 
functions). 
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II. RELATED WORK 

In the recent years, several studies presenting the 
prediction of efficient blood donor. 

S.Asha Rani et al. [1] used different classification 
algorithm to calculate better efficiency in blood 
transfusion dataset. For comparison, they used various 
classification algorithms to determine & to measure the 
accuracy with short time intense for prediction of 
suitable blood donors. 

Maryam Ashoori et al. [2] has used four different 
data mining algorithm including a decision tree 
algorithm. They assist doctors to determine suitable 
blood storage and avert from side effects of blood 
deficiency in an emergency condition and for 
additional accurate prediction model they also apply 
attributes set such as hemoglobin, minimum blood 
pressure, maximum blood pressure, temperature, blood 
pressure and pulse. 

The main purpose of Gaston Godin et al. [3] is to 
support the idea that separate awareness schemes 
should be adopted to increase repeated blood donation 
among experienced versus new donors. By using 
Logistic regression technique they identify factors 
predicting repetitive blood donation among new donors 
and experienced one. 

In Wijai Boonyanusith et al. [4] research, the target 
group of donors may cause adverse effects on higher 
cost of donation, time lost, and poor quality of blood. 
Applying information of consumer survey such as, 
behaviors, feelings and opinions of the donors in blood 
donation can enhance the analysis of the feasibility of 
blood donation of each individual and this 
Classification model and donor database system will 
contribute greatly for blood arrangement  especially 
when there are emergency needs for blood for uses in 
the live saving treatments. Decision tree algorithms and 
neural network used for this purpose. 

Arvind Sharmal [5] classifies and guesses the 
number of blood donors with the help of key factor, 
their blood group and their age. For the extraction of 
the knowledge of blood donor, they build a data mining 
model for classification, dataset has been implemented 
on WEKA tool and used J48 algorithm for prediction. 
In this work, clinical databases are also used for 
prediction. 

Maryam Ashoori [6] gives detailed explanation of 
algorithms on data mining. To predict the future 
behavior of a healthy blood donor by classification 
algorithms of data mining. To analyze the data 
Clementine software version 12.0 technology was 
used. Four different data mining and classification 
algorithms used: CHAD, C&R Tree, C5.0 and QUEST. 

Shih-Yen Lin [7] targets the dental clinic and try to 
reallocate resources for those who are severe patients. 
By using classification and regression method 

calculating accuracies for lost patients and very severe 
patients, to classify each patient into appropriate group 
with rules and to predict the frequency of a particular 
case. Dental clinic can pay much attention to those who 
might be considered as very severe patients and try to 
reallocate resources to those who might be the lost 
patients. 

Van Looy S. et al. [8]  works on SVM for 
classifying dataset .For the prediction of tacrolimus 
concentration of blood in liver transplant patients from 
an ICU dataset. 

Wen-ChenLee and Bor-Wen Cheng [9] uses 
machine learning technique e.g. clustering and 
classification to determine the variation in blood 
donation behavior among the existing donors and 
predicts their intentions towards blood donation by 
understanding the contributing factors, these factors are 
then consume to design a strategy that would lead to 
increase the voluntary blood donation frequency. 

The main purpose of Cheng Yeh et al. [10] research 
is to resolve the issue for direct marketers, how to 
sample targets from the population for a direct 
marketing campaign. For this, they expand RFM model 
to RFMTC model by adding extra parameters. By 
using probability theory and Bernoulli series, they 
predict that one customer will buy at the next time etc. 

M. Musthakahamed [11] resolves the issue of 
communication between donor and recipient. For this, 
direct communication is designed in android 
application. It gives notification by using any mobile 
device. With the help of this application seekers and 
donors can easily access the blood donors and save 
various lives easily. 

Abja Sapkota [12]  focuses on blood transfusion 
practice targeted in Nepal health care personnel. For 
this, they include many areas for observation like 
general surgery, orthopedics, general medicine etc. to 
increase the training to the healthcare personnel on 
blood transfusion practices 

III. ATTRIBUTE INFORMATION 

Data set is taken from UCI machine learning 
repository. Following  is the variable type, variable 
name, the measurement unit and a short explanation. 
The “Blood Transfusion Service Center” is a 
classification problem, the order of this listing 
resembles to the order of numerical along the rows of 
the database.“R” (Recency - It represents last donation 
in months), “F” (Frequency - It represents the total 
number of donation), 

“M” (Monetary - It represents total blood donated 
in c.c.), 

“T” (Time - It represents first donation in month) 



 
 

IV. METHODOLOGY 

In this work, cross validation technique K-fold has 
used because it is a statistical method for analyzing a 
dataset In which, there are one or more independent 
variables that outcome is measured with a dichotomous 
variables (in which there are only two possible 
outcomes) we are using this for train and test and the 
library we used: from sklearn.model_selection import 
cross_val_score.  

Secondly, K-fold training and testing splits has 
used to implement an algorithm called SVM (Support 
Vector Machine) which is another way of classifying 
and representing responsive predictions. This  has used 
for train and test and the library we used: from 
sklearn.model_selection and import svm.  

Moreover, three more machine learning algorithms 
were implemented in order to achieve the accuracy 
which is  best suitable  for this data model. Algorithms 
implemented are, K-nearest neighbor, Gaussian-Naive 
Bayes and CART (Classification and Regression 
Trees). 

A. Decision Tree 

Decision tree is the representation through graph of 
structure of tree. Ovals is used for leaf nodes and 
rectangle is used for internal nodes. There are child 
nodes of internal nodes ,two or more than two , which 
is used to test the attribute [11].  

B. K-Nearest Neighbor 

K-Nearest Neighbor used Euclidean distance, 
Squared Euclidean distance, Manhattan distance to 
classify new data or for prediction .KNN algorithm 
applied for clustering purpose. Mostly initial K –
vectors is defined. It’s implemented in pattern 
recognition task mostly because of its good 
performance [14]. KNN is non-parametric method. It’s 
used for classification and regression both. In both 
belonging, input comprises of the closest K. In short, 
we can say it checks similarity with their neighbors & 
on the basis of this classifies data. 

Before applying K-nearest neighbor, select suitable  
value for parameter K. Generally value of K depends 
on the dataset .Value of K which is too small may 
contribute to over fitting, while large K value increases 
complexity and affects in decision [12]. 

C. Finding Distance metric 

Performance of KNN based on the distance metric, 
classification accuracy of KNN improved by selecting 
a distance metric for dataset. Many formulas used for 
this e.g.( euclidean distance , cosine distance, city block 
metric etc,). [14] 

Euclidean distance: 

d2
st= (xs-yt)2 + (xs-yt)2 root 

 

 

D. Naïve Bayes 

Naive Bayes model is easy to build and particularly 
useful for very large data sets. Along with simplicity, 
Naive Bayes is known to outperform even 
highly sophisticated classification methods. 

V. RESULT & VISUALIZATION  

For visualization, matlplotlib pyplot library was 
used. 

 
fig 1: months since last donation graph & 

 

 

fig 2: Total volume donated and month since first 
donation 

fig 3: Support vector machine for segregates (months) 
& recency (months)  
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Fig 4: three algorithms (KNN, CART, NB) 
comparison accuracy range 

This  study compares the performance of various 
binary classification algorithms which do not invested 
previously on clustered data and non-clustered data to 
see, if we can better predict whether a person is going 
to donate blood or not. To interpret a result, with the 
help of Decision tree classifier, nearest neighbor 
classifier, Gaussian Naive Bayes classifier And the 
result of our interpretation is 0.7633 is good as 
compared to other researchers. 

 

VI. CONCLUSION: 

Analysis through python framework first a dataset 
is selected and secondly, python is usedto load dataset 
through import pandas and sklearn method and then  
some machine learning algorithm were chosen for 
decision  to identifywhich algorithm is fit to be used so, 
we chose logistic regression and then visualized data 
through matplot library and classified it with the help 
of machine 
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